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Abstract

Xin-Yue Zhang
Thesis Advisor: Brian B. Zhou

This thesis presents work in the context of multimodal magnetometry for two-dimensional
(2d) materials. Research on van der Waals (vdW) materials has been rapidly emerging and
several imaging techniques have been developed in the past decades. Among the modern
techniques, solid-state spins feature outstanding sensitivity and nano-scale spatial resolution.
Yet their full capacity in sensing still has room for improvement, as the quantum nature of
their properties haven’t been fully utilized. My research involves developing state-of-the-art
sensing techniques to add new ‘function modules’ to the nitrogen-vacancy (NV) centers, with
the goal of uncovering dynamical magnetic and electrical phenomena of 2d materials.

In the first chapter I will briefly discuss the basic opto-spin properties of the NV cen-
ter. One shall see why NV is preferred as a quantum sensing probe: the opto-spin property
comes handy as one simply counts photons to manipulate and read out quantum states,
and the stability and long quantum coherence time makes NV adaptive with various en-
vironments and engineering. In the second chapter I will discuss the experimental setup
with the focus on the home-built confocal microscope, which equips our sensing technique
with the pump-probe scanning ability of sub-µm 2d resolution. In the third chapter I will
discuss the developments of the sensing protocols, including the ac susceptometry and the
opto-magnetization mapping, based on the lock-in method using the quantum dynamical
decoupling (DD) sequences. In the fourth chapter I will describe the ac susceptibility mea-
surements on thin CrBr3 flakes. The magnetization behaviors under kHz to MHz excitations
reveal the domain morphology and domain wall mobility, providing insights to the exchange
interaction of the chromium trihalides in the 2d limit. In the fifth chapter I will describe the
pump-probe measurements on few-layer CrCl3 flakes. The mapping result demonstrates a
photo-generated enhancement of the in-plane magnetization. Along with the time-resolved
photoluminescence (PL) measurement, the results are indicative of a defect-assisted Auger
recombination process of excitons.

To conclude, the multimodal sensing techniques with NV developed in this thesis allow for
more versatile experiments with sensitivity for low-dimensional systems. The developments
bring up new perspectives on fundamental physics in atomically thin materials, providing
new ideas for future technological applications such as spintronics and quantum memory.
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Chapter 1
NV center

Solid-state spins have emerged as an attractive platform for nanoscale magnetic field sensing.
With the intensive research in 2d vdW materials and biomacromolecules, solid-state spins
stand out as a great probe for current and magnetism sensors or biolablers in these nanoscale
materials, featuring the robustness to decoherence, inert hosts such as diamonds or silicon,
and the ability to be isolated as single atomic-scale impurities. Among the different types
of solid-state spins, the NV center is the most widely used for physical and biological sens-
ing [1–3]. Because of its responsive photo-spin property, its stable coherence in a variety of
environments such as in extreme temperatures [4], high pressure [5], and the customizable
shape of its hosting diamond [6–8], the NV center achieves high proximity or integrates well
with target materials, sensing with high signal-to-noise ratio (SNR).

In this chapter the basic physics of NV centers will be discussed. Firstly, the crystallo-
graphic and electronic structure will be explained. Secondly, the opto-spin properties and
microwave driving will be introduced along with the ground-state Hamiltonian. The basic
static magnetic field sensing technique, optically detected magnetic resonance (ODMR), can
thus be understood. Thirdly, a full description of the NV center energy levels is introduced,
explaining the origin of the opto-spin properties. Fourthly, the decoherence sources and
different lifetimes will be discussed along with the DD protocols.

1.1 structure

1.1.1 crystallography

The NV center in diamond comprises a substitutional nitrogen atom and a missing carbon
atom. The NV center axis is defined as the direction connecting the nitrogen and the
vacancy. Each atom in the diamond has four nearest neighbors, so NV centers have four
possible directions and the point group symmetry is C3V .

1.1.2 charged states

The NV centers have three possible charged states: negatively charged, neutral or positively
charged. Of the three charged states, only NV− shows spin-selective photon emission and
is thermodynamically favoured in bulk diamond, therefore NV− is preferred for sensing or
quantum info application. However the other charged states could form depending on the
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local environment. Especially the neutrally charged state brings up challenges, as it tends to
form with very shallow depth (< 10 nm) [9, 10] or under resonant excitation [11]. One has
to balance coherence and sensitivity when choosing nitrogen ion implantation energy, which
determines the NV depth; and avoid photo illumination of certain wavelength to reduce the
unwanted switching between NV− and NV0, which impedes quantum efficiency.

1.2 spin-photo properties and ODMR

1.2.1 ground state triplet

The ground state is a spin triplet system. At zero magnetic field, the |ms = ±1⟩ states are
degenerate and are separated from |ms = 0⟩ by D = 2.88 GHz. There is also an excited
state triplet that is doubly degenerate (a total of six sublevels), with a zero-field splitting of
De = 1.42 GHz. The precise values of D and De are temperature dependent. [12]

At non-zero magnetic field, the Zeeman splitting lifts the degeneracy of |ms = ±1⟩
states. When the field is aligned along the NV center axis, which is typically the case for
most experiments, the splitting between the two states is simply linear, with a coefficient of
2γe = 0.56 MHz/mT. When the field is not aligned with the NV center, the spin polarization
is no longer a good quantum number, as |ms = 0,±1⟩ are not eigenstates anymore. The
energy is then calculated by solving the eigenvalues of the 3-by-3 matrix. In an ensemble
NV sample, there are four possible NV orientations equally distributed over the substrate,
of which one is usually aligned with external field and three are degenerately misaligned, as
shown in Fig 1.2.2 (f).

A slightly misaligned magnetic field usually does not hurt dc sensing with ODMR as long
as the perpendicular component is small and ms is still a good quantum number. However
when ac sensing with DD sequences, the arising of a misaligned dc field could tilt the axis
of ac field projection, thus introducing bias. This is discussed in detail in Ch 3.2.5.

The ground state Hamiltonian with magnetic field is:

HGS = hDS2
z + gµBB · Ŝ =


hD + gµBBz

gµB√
2
(Bx − iBy) 0

gµB√
2
(Bx + iBy) 0 gµB√

2
(Bx − iBy)

0 gµB√
2
(Bx + iBy) hD − gµBBz

 (1.1)

The NV center could also experience strain, which exists non-uniformly in the lattice, or
an external electric field. For simplicity, we just need to consider the Hamiltonian at zero
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magnetic field and omit the axial component of the electric dipole moment, which is much
smaller than the non-axial component, d. The simplified Hamiltonian is:

HGS = hDS2
z + dE(S2

x − S2
y) =

hD dE

0 0 0

dE 0 hD

 (1.2)

The eigenvalues change from (0, hD, hD) to (0, hD-dE, hD+dE). The electric field breaks
the degeneracy of |ms = ±1⟩ and opens a small gap at zero field. This is termed the Stark
effect and is used to sense electrical field [13, 14].

1.2.2 optically detected spin polarization

The PL intensity of NV is spin dependent, about 30% fewer photons for |ms = ±1⟩ compared
to |ms = 0⟩. This discrimination comes from the intersystem crossing (ISC) that couples the
triplets and the singlets, which is explained in detail in Ch 1.3.3. This opto-spin property
makes quantum sensing convenient with the NV center: one simply needs to count photons
to figure out the qubit state. For example: One prepares the qubit state |α⟩ with a single
NV center one million times. Each time after preparation, one shines a green photon onto
the qubit and collects the red emitted photon. The number of the collected photons is either
0 or 1 each time, so the total number of collected photons is between zero and one million.
If one prepares |α⟩ = |ms = 0⟩, the total number of collected photons could be 10k; if
one prepares |α⟩ = |ms = −1⟩, the total number of collected photons could be 7k; if one
prepares the superposition state |α⟩ = cos θ|ms = 0⟩+ eiϕ sin θ|ms = −1⟩, the total number
of collected photons is then 3k· cos θ+7k. These numbers reflect the collection efficiency and
contrast typically achieved with our confocal setup on deep single NVs in bulk diamonds.
The photon collection efficiency is crucial for SNR and can be improved with better optical
alignment and micro-structure engineering [16].

Most of the quantum sensing techniques with NV centers are about devising sequences
to encode information into the quantum superposition phase θ and readout with brightness.
For example magnetic field can be encoded into the azimuth phase through free Larmor
precessions modulated with microwave or laser pulses.

1.2.3 Rabi, π and π
2 pulses

One uses NV brightness to readout the qubit state. The next question is how to prepare the
qubit state with the desired superposition. One of the commons ways is to use microwave to

3



Figure 1.2.1: (a) Atomic structure of the NV−. Figure adapted from Ref [15]. (b) Ground state
triplet energy levels as a function of the parallel magnetic field. The transition between levels
can be driven with resonant microwave. (c-e) Brightness of NV. |0⟩ means |ms = 0⟩, |1⟩ means
|ms = −1⟩ or |ms = +1⟩. When the NV is in a superposition state, the collected photon number
is larger than that when it is in |1⟩ state, smaller than that when it is in |0⟩ state. By normalizing
the brightness, the superposition phase can be calculated.
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drive the so-called Rabi oscillation, described by the rotating-wave approximation (RWA).
The magnetic field with microwave driving is [17]:

B⃗(t) = B0ẑ + 2B1 cos(wt)x̂ = B0ẑ +B1 [(cos(wt)x̂+ sin(wt)ŷ) + (cos(wt)x̂− sin(wt)ŷ)]

(1.3)
where B1 and w describes the amplitude and frequency of the microwave; B0 describes

the energy splitting of the qubit, for example if one chooses to use |ms = 0⟩ and |ms = −1⟩
of NV, then gµBB0 = hD − gµBBz. Eq 1.3 includes only the perpendicular component of
the magnetic field generated by the microwave because the parallel component averages out
when applying RWA. The Hamiltonian in the lab frame is:

H =
w0

2
σz +

w1

2

[
cos(wt)σx + sin(wt)σy

]
+
[
cos(wt)σx − sin(wt)σy

]
(1.4)

where w0 = γB0, w1 = γB1. Rewriting the magnetic field term helps to transform
the Hamiltonian using the interaction picture. The rotating frame is defined to be in
pace with the microwave, i.e. U0 = e−iwσz/2. The second term of H transforms as
U
†
0

[
cos(wt)σx + sin(wt)σy

]
U0 = σx, becoming static in the rotating frame. The third term

U
†
0

[
cos(wt)σx − sin(wt)σy

]
U0 = cos(2wt)σx − sin(2wt)σy is still an ac term in the rotating

frame. The effect of the third term is to add a small and fast perturbation to the main
trajectory of qubit evolution, as shown in the animation of Ref [18]. Usually w ∼ 3 GHz,
making the period of the small perturbation sub-nanosecond. Therefore the third term is
not relevant in experiment and is discarded in the following discussion. The Hamiltonian in
the interacting picture is:

HI =
w0 − w

2
σz +

w1

2
σx =

1

2

(
∆w w1

w1 −∆w

)
(1.5)

The Hamiltonian describes a rotation around an axis in the x-z plane with a polar angle
of arctan(w1/∆w). If the microwave is resonant, i.e. when the frequency of the microwave
matches the energy level difference, then ∆w = 0, meaning the rotation is around the x-axis.
The evolution of an initialized state |ms = 0⟩ is then:

|ϕ(t)⟩ = cos

(
w1t

2

)
|ms = 0⟩ − i sin

(
w1t

2

)
|ms = −1⟩ (1.6)

The trajectory on Bloch sphere is shown in Fig 1.2.2(a). One can prepare a desired
superposition state by controlling the amplitude w1 and duration t of the microwave pulse.
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For example:

t1 =
π

2w1
, |ϕ(t1)⟩ =

1√
2
(|ms = 0⟩ − i|ms = −1⟩)

t2 =
π

w1
, |ϕ(t2)⟩ = −i|ms = −1⟩

(1.7)

The microwave pulse of duration t1 and t2 is called π
2 and π pulse respectively.

If the microwave is off-resonant, the evolution of the initialized state |ms = 0⟩ is:

|ϕ(t)⟩ =

cos

√

w2
1 +∆w2 t

2

− i
w1√

w2
1 +∆w2

sin


√

w2
1 +∆w2 t

2

 |ms = 0⟩

− i
w1√

w2
1 +∆w2

sin


√
w2
1 +∆w2 t

2

 |ms = −1⟩

(1.8)

the rotation axis is tilted away from the x-axis towards the z-axis, and the amplitude and
period of the qubit trajectory will be different, as shown in Fig 1.2.2(b). If the microwave
frequency is far from resonant, the rotation axis will be the z-axis, and the qubit will not
have a time evolution.

1.2.4 ODMR

The resonant microwave drives qubit to flip between bright (|ms = 0⟩) and dark (|ms = ±1⟩)
states. We can use this property to measure the magnetic field, given that the energy
splitting between bright and dark levels is dependent on the magnetic field. During ODMR
measurement, the frequency of the microwave field is slowly swept and the photon emission
rate is recorded. When the frequency matches the difference between energy levels, the
NV center that was previously initialized in |ms = 0⟩ with optical pumping can then be
resonantly driven into |ms = ±1⟩, resulting in a reduction of PL intensity. There are two
dips in the recorded PL rate, the frequencies of which correspond to the energy of transitions
from |ms = 0⟩ to |ms = ±1⟩ when the field is aligned. The ODMR result is also called
electron paramagnetic resosnance (EPR) or electron spin resonance (ESR) spectrum. The
microwave can be either constant or pulsed, pulsed ODMR usually has narrower dips in EPR
spectrum and has higher precision on the measured magnetic field.
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Figure 1.2.2: (a) Rabi trajectory with resonant microwave. (b) Rabi trajectory with detuned
microwave. (c) Rabi measurement on a single NV center. Resonant microwave gives largest contrast
because it drives full cycles between |ms = 0⟩ and |ms = −1⟩. Unresonant microwave gives lower
contrast and faster frequency. This data set is taken at 50 mT, the resonant microwave is 1.5064
GHz, the unresonant microwave is 7.65 MHz detuned. (d) ODMR at 30 mT on ensemble NV
centers. The lower frequency dip corresponds to |ms = 0⟩ → |ms = −1⟩, the higher frequency dip
corresponds to |ms = 0⟩ → |ms = +1⟩. (e) ODMR spectrum as a function of magnetic field on
ensemble NV centers. The PL rate is normalized by the highest brightness. The magnetic field
is aligned with one of the four possible NV axis. The microwave also drives the NVs along the
other three directions other than the one aligned with the magnetic field, demonstrated as the two
middle obscure transitions. (f) Simulation of transition frequencies using Eq 1.1. The magnetic
field direction is slightly tweeked, deviating from the perfect alignment, to show the three-fold
degeneracy of the middle transitions.
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1.3 electronic structure

In this section, the symmetric representation of states is introduced. Then the electronic
states of the NV center in a single-particle picture are discussed. Based on the different
occupations of the electronic states, the many-body states are constructed.

1.3.1 symmetry representations

The lowercase letters, such as a and e, represent the electronic states. These states are
discussed in the single-particle picture, where each of the binding electrons is filled to the
electronic states one by one, subject to Hund’s rule. They are orthonormal and derived
considering the binding and hybridization of orbitals from different atoms around the NV
site. The uppercase letters, such as A and E, represent many-body states. With NV−, the
symmetry of a many-body state is determined by considering the wavefunctions of all the
four in-gap electrons together.

The Mulliken symbols are used to describe the symmetry properties of the molecules.
The letters represent a class of wavefunctions with certain behavior under different symmetry
operations, the definitions of which can be referred to the character table. To use Mulliken
symbols one has to first specify a point group. For example, some literature describe a as
’fully symmetric’ states. One should not mistake it for a spherically symmetric state like an
s orbital. The ’fullness’ of a is specified by the point group: if one is talking about point
group C2v, then a is a two-fold symmetric electronic state, b is a two-fold antisymmetric
electronic state; if one is talking about point group C5v, then a is a five-fold symmetric
electronic state. The same goes for the many-body state A.

For the NV center the point group is C3v. This is obvious when one looks along the [1,1,1]
axis: each of the three nearest carbon atoms contributes an sp3 dangling bond σ1,2,3 and the
nitrogen atom contributes one dangling bond σ4. Here we follow the convention in chemistry,
where one uses σ to represent hybridized bonds and uses π to represent unhybridized bonds.

Therefore in NV centers, the electronic state a1 means three-fold symmetric and e means
doubly degenerate (ex and ey). For the many-body states, A2 means three-fold rotational
symmetric about z-axis ([1, 1, 1] axis) and antisymmetric about x- or y-axis flipping, A1

means three-fold rotationally symmetric about the z-axis and symmetric about x- or y-axis
flipping, E means doubly degenerate. The sublevels of E could have symmetries and be
represented by A1 or A2 etc.

The superscript on the upper left corner for many-body states is indicative of the number
of spin projection, i.e. 3A2 is a triplet and 1A1 is a singlet. In the following discussion,
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the number in the parentheses, if any, for the single-particle states is just the index of
different states with the same symmetry, i.e. a1(1) and a1(2) are two different fully symmetric
electronic states. The different many-body states are not indexed and referred to in context.

1.3.2 electronic states in single-particle picture

The orthonormal states formed by the four dangling bonds are [19]:

a1(1) :
√
1− α2σ4 −

α√
3
(σ1 + σ2 + σ3)

a1(2) :ασ4 +

√
1− α2

3
(σ1 + σ2 + σ3)

ex :
1√
6
(2σ1 − σ2 − σ3)

ey :
1√
2
(σ2 − σ3)

(1.9)

where σ1,2,3 are from the carbon and σ4 is from the nitrogen. One can see a1 states are
clearly three-fold symmetric as contributed equally from the three carbon atoms. It is also
interesting to note that e states have completely no contribution from the nitrogen. The
ab− intio calculation shows α ≈ 0.7, meaning that the nitrogen bond is mostly in a1(2).

Each of the four states can hold one spin up and one spin down electron. The spin-up
and spin-down electrons have slightly different energies on the same states and are drawn
separately on two sides in Fig 1.3.1 (a). The NV− has six electrons. One can see that
the a1(1) state is buried in the valence band, therefore it is always fully occupied with two
electrons and does not contribute to the NV center properties.

1.3.3 many-body states and the optical transitions

The four in-gap electrons are filled to the in-gap states a1(2) and e, so there are three possible
occupations: a21e

2, a11e3 and a01e
4. Each possible occupation could form several many-body

states. For example, the occupation with the lowest energy is a21e
2. Under this occupation,

two out of four e levels are chosen to be filled, so the number of many-body states should
be C2

4 = 4!
2!2! = 6. In fact, three of the six orthogonal many-body states of a21e2 occupation

form the previously mentioned triplet ground state 3A2. The other possible configurations
are also listed in the table. One can also see why the optical excitation can only induce
transitions from 3A2 to 3E (marked in blue and red), as the selection rule restricts spin
projection MS to be conserved.
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Configuration
Γ MS Wavefunction

a21e
2 3A2 1 |a1ā1exey⟩

0 |a1ā1⟩ ⊗ 1√
2

[
|exēy⟩+ |ēxey⟩

]
-1 |a1ā1ēxēy⟩

1A1 0 |a1ā1⟩ ⊗ 1√
2

[
|exēx⟩+ |ēyey⟩

]
1E 0 |a1ā1⟩ ⊗ 1√

2

[
|exēx⟩ − |ēyey⟩

]
|a1ā1⟩ ⊗ 1√

2

[
|exēy⟩ − |ēxey⟩

]
a11e

3 3E 1 |a1exey ēy⟩
|a1exēxey⟩

0 |ey ēy⟩ ⊗ 1√
2
[|a1ex⟩+ |a1ex⟩]

|exēx⟩ ⊗ 1√
2

[
|a1ey⟩+ |a1ey⟩

]
-1 |ā1ēxey ēy⟩

|ā1exēxēy⟩
1E 0 |ey ēy⟩ ⊗ 1√

2
[|a1ēx⟩ − |ā1ex⟩]

|exēx⟩ ⊗ 1√
2

[
|a1ēy⟩ − |ā1ey⟩

]
a01e

4 1A1 0 |exēxey ēy⟩

Table 1.1: All the possible many-body states with NV−. The colored text indicates possible
optical transitions. Table adapted from Ref [19].
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The sequential order of the energies of the many-body states is shown in Fig 1.3.1 (b).
The 1E state of a11e3 and the A1 state of a01e4 are omitted because their energies are too
high and not relevant to most quantum sensing experiments. The ground state triplet can be
excited to the doubly degenerate triplet with optical excitations. The optical excitation used
in experiments has higher energy than the zero phonon line (ZPL) because of the existence
of wide phonon sideband (PSB). The ISC is realized through the 1E state of a2e21 and the
A1 state of a1

1e3
.

1.3.4 isc and psb

As shown in Fig 1.3.1 (b), once at the excited triplets there are two possible transitions.
One is the radiative transition where a photon is emitted, with a lifetime 1/γr = 13 ns; the
other one is buffered by the singlet levels and the lifetime is 1/γisc

ms
. The radiative transition

is spin preserving, i.e. ∆ms = 0 ; while the ISC transition is spin selective, quantitatively
γisc
±1 = 10γisc

0 , and 1/γisc
0 = 250 ns [21]. Therefore the total decay rate γms = arγr + aiscγisc

ms

is faster for |ms = ±1⟩, where ar + aisc = 1 and ar is 70-80%. Moreover, with continuous
pumping the NV center will eventually end up with |ms = 0⟩, typically within several µs.

The ZPL is 637 nm and can be efficiently excited with shorter wavelength, typically green
laser (515 nm or 532 nm). The emitted photoluminescence (PL) of 630-800 nm is accom-
panied by phonon emission, of which only 4% are coherently emitted into ZPL even at 6K.
This wide PSB is advantageous for sensing, allowing for detection of an individual NV with
optical confocal microscopy, but makes it more demanding in engineering for entanglement
experiments where scattering losses have to be minimized.

At low temperature, a different photophysics is sometimes used with single NV centers
for higher signal-to-noise ratio (SNR). Below 20K the fine structures of the orbital-doublet
excited triplet are not obscured by phonons anymore. Therefore, the individual ZPL tran-
sitions can be resonantly addressed with a red laser with a fine-tuned variable wavelength.
This spin-selective and spin-preserving pumping is protected from ISC and provides excep-
tional fidelity. However in this work we mostly use ensemble NV centers in bulk diamond
for sensing, where the local strain varies location by location and the fine structure cannot
be resolved.
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Figure 1.3.1: (a) The calculated spin-resolved single-electron levels with respect to the valence
band maximum. The four levels are formed by the four bonds, one from each nearest neighbor
atom. Each level hosts one spin up (plotted on left) and one spin down (plotted on right) electron.
(b) The many-body levels that involve the photophysics. The collected photon is in the infrared
spectrum. The state-selective nonradiative ISCs between the spin-triplet and spin-singlet levels
(dashed arrows) arise from the different Γ values. (c) The calculated spin density isosurfaces in
ms = 1 state for the ground state triplet and the excited state doubly-degenerate triplet. The
nitrogen atom is colored light blue, the carbon atoms are colored grey, and the vacant site is
represented by the tiny pink sphere in the center. The isosurface plot reveals the nitrogen atom is
more polarized in the excited state than the ground state. (d) The shaded region denotes phonon
broadening. Left: detailed look at the excited state double-degenerate triplet. ∆xy represents the
strain-induced splitting. Right: F (w) visualizes how 3E −1 A1 energy separation influences ISC
rate. Figures adapted from Refs [19, 20].
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1.4 relaxations

One of the advantages of NV center in quantum sensing is its remarkable coherence time,
especially of those deep in bulk diamonds. The long lifetime enables sensing broad band
signals in extensive environments. The lifetimes themselves are also sensitive probes of
magnetic noises, providing insights into the system’s magnetic excitation spectrum. In this
chapter, the definition of different coherence lifetimes will be introduced, along with the
origin of relaxation and the typical lifetime values.

1.4.1 T1

T1 is the longitudinal relaxation time, referring to the decay of the spin polarization along
the quantization axis of the spin systems. Namely, one prepares the |ms = 0⟩ or |ms = ±1⟩
state and sees how long it stays. T1 is sensitive to the magnetic noise of the frequency
corresponding to the EPR energy. In bare diamond, the source of the GHz magnetic noise
is mainly from phonons. Therefore T1 is also referred to as spin-lattice relaxation.

In most diamonds, T1 is on the order of ms at room temperature and on the order of
seconds at a few kelvin [22]. When the NV is approached to magnetic materials, T1 can also
be diminished by magnons. As shown in Fig 1.4.1 (b), the T1 for the three spin states meets
the following conservation equation [23]:

d

dt

P0(t)

P+(t)

P−(t)

 =

−(Γ+ + Γ−) Γ+ Γ−
Γ+ −Γ+ 0

Γ− 0 −Γ−


P0(t)

P+(t)

P−(t)

 (1.10)

where P0,+,− are the probabilities of the NV being in the |ms = 0,+1,−1⟩ states, Γ+,−
are the spin relaxation rates between |ms = 0 ↔ +1⟩ and |ms = 0 ↔ −1⟩ respectively. The
transition rate between |ms = −1 ↔ +1⟩ is validated to be zero[24]. Fig 1.4.1 (c) shows the
fitting to the three-level model.

1.4.2 T ∗
2 and hyperfine structures

T ∗
2 is the transverse relaxation time, referring to the coherence decay of a superposition

state. Namely, one prepares the 1√
2

[
|ms = 0⟩+ eiϕ|ms = −1⟩

]
state and sees how long it

stays. Environmental spins near the NV create the inhomogeneity of the local magnetic field,
leading to the speed fluctuation of Larmor precession and eventually resulting in relaxation.
Therefore T ∗

2 is also referred to as spin-spin relaxation.
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Figure 1.4.1: (a) T1 relaxation process. (b) Three-level relaxation relation. (c) Three-level T1

measurement with ensemble NVs in proximity to a piece of exfoliated CrCl3 below the Néel tem-
perature. T1 is shortened by the magnetic noise from the material. The fitted relaxation rates are
Γ− = 0.50 ms−1 and Γ+ = 0.08 ms−1 .
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T ∗
2 typically ranges from hundreds of ns to a few µs [12]. The sensitivity of the pulsed

ODMR is associated with T ∗
2 . Usually the lower the power of the microwave, the narrower

the dips in the EPR spectrum and the better precision of magnetic field measurement. So
one wants to drive with a low microwave power, which requires a long π pulse. If T ∗

2 is much
shorter than the π pulse, the coherence gets lost while applying the microwave, resulting in
a low contrast in ODMR.

During the T ∗
2 measurement, in the meantime of the decreasing coherence, the qubit is

also doing Larmor precession in the equator plane. The effective magnetic field driving the
Larmor precession is induced from the detuning of the microwave plus the hyperfine intensity
of the coupled nuclear spin(s), which are usually the intrinsic 14N or 15N atom and nearby
13C atoms. The NV Hamiltonian with coupled nuclear spins is:

Hfull = HNV +
∑
i

[
γiBzIz,i +QI2z + S ·A · I

]
(1.11)

where i is the index of coupled nuclear atoms, the first term in the parentheses describes
the Zeeman effect of nuclear spin, the second term describes quadrupole interaction, and
the last term describes the hyperfine coupling, composed of the isotropic Fermi contact
interaction and the anisotropic dipolar interaction [21]. For the intrinsic nitrogen atom, the
hyperfine tensor only has diagonal components because of the C3V symmetry:

Hhf = A∥SzIz + A⊥(S+I− + S−I+) (1.12)

Fig 1.4.2 (a) demonstrates the energy levels of the intrinsic 14N (I = 1), showing that the
allowed transitions have three different frequencies for different nuclear spin polarizations.
From the table we know that an intrinsic 15N (I = 1/2) would have two different frequencies
of allowed transitions. A strongly coupled nearby 13C (I = 1/2) would further double the
number of frequencies, leading to a total number of six (with intrinsic 14N) or four (with
intrinsic 15N). The hyperfine tensor is dependent on its position with respect to the NV, so
individual 13C atoms are possible to be selectively addressed [26, 27]. In addition to any
strongly coupled 13C, the naturally 1.1% abundant 13C atoms in the background also create
spin bath noise diminishing T ∗

2 . Therefore an isotopically purified diamond could elongate
T ∗
2 by two orders of magnitude [12, 28, 29].

Fig 1.4.3 (b-c) shows an experimental T ∗
2 measurement with an intrinsic 14N. X and Y

projections are readout by doing π
2 pulses around the negative y-axis and the positive x-axis

in the end respectively. They are fitted simultaneously as:
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Figure 1.4.2: (a) Energy levels of 14N according to Eq 1.11 and Eq 1.12. First, the quadrupole
interaction is proportional to I2, so the |I = ±1⟩ states are still degenerate and are split from
|I = 0⟩ by Q = −4.96 MHz. Second, the hyperfine interaction is proportional to SzIz, so only the
energies of |ms ̸= 0, I ̸= 0⟩ states are changed by A∥ = ±2.165 MHz. Third, the Zeeman effect
induces sub-MHz change for typical experimental fields Bz < 0.2 T. The blue (red) arrows indicate
allowed electron (nuclear) transitions. Because the effect of the quadrupole and the nuclear Zeeman
term are the same for different electron spin polarizations, the three electron transition frequencies
only differ by the hyperfine constant. (b) Energy levels of a strongly coupled 13C. Figure adapted
from Ref [25].

Isotope natural
abundance

I γ (MHz·T−1) Q (MHz) A∥ (MHz) A⊥ (MHz)

14N 99.63 % 1 3.0766 -4.96 2.165 2.7± 0.07
14N 0.37 % 1/2 -4.3156 0 3.03± 0.03 3.65± 0.03
12C 98.9 % 0 0 0
13C 1.1 % 1/2 10.7051 0

Table 1.2: Nitrogen hyperfine parameters in optical ground states [19, 30–32].
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Figure 1.4.3: (a) T ∗
2 relaxation process. (b-c) T ∗

2 measurement with a single NV center in a bulk
diamond. The microwave is set to be 8.5 MHz detuned. The nitrogen atom of this NV center is
N14, which has spin 1 nucleus with splitting 2.165 MHz. As a result the NV center precesses with
frequencies 8.5 MHz and 8.5 ± 2.165 MHz, which is resolved in the Fourier transformed PL rate.
T ∗
2 is fitted to be 2.3 µs. The Fourier peaks have uneven height because the external field polarizes

the nuclear spin.

⟨X⟩ =
∑
j

aj cos
(
wjt
)

⟨Y ⟩ =
∑
j

aj sin
(
wjt
) (1.13)

where the frequency wj is the microwave detuning plus the hyperfine shift, the amplitude
aj is proportional to the chance of the nuclear spin being polarized at the corresponding Iz,
indicated by the height of the peak in Fourier transformed spectrum.
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1.4.3 T2 and DD sequences

T2 is the transverse relaxation time when magnetic noise is partially rejected with DD se-
quences [33]. DD sequences consist of a series of π pulses. The π pulses are evenly spaced
with duration τ . The DD sequence works as a band filter, of which the frequency is centered
around 1

2τ . The more the number of the π pulses, the closer the band filter is to a delta
function. As a result, the application of π pulses causes refocusing of Larmor precession fluc-
tuation, extending the coherence time [34]. The DD sequences involved in the work include
Hahn (1 π pulse) and XY8xN (8×N π pulses). Typically T2 is longer than T ∗

2 by one to two
orders of magnitude, and the more the π pulses the longer the T2.

The sensitivity of ac magnetic field is associated with T2. A prototype ac magnetic
measurement with DD sequence is nuclear magnetic resonance (NMR). Nuclei in a magnetic
field precess with a frequency characteristic of the nucleus species and the magnetic field.
When the NV is surrounded by an abundant amount of a species of nucleus, the speci can
be sensed by DD sequence. When the nucleus characteristic frequency matches the 1

2τ , the
π pulses will act in the opposite way of refocusing: they accumulate the signal instead of
canceling out. Long T2 is crucial because a long DD sequence is preferred in the sense
of accumulating more magnetic signal. For shallow NV, the paramagnetic noise is largely
contributed from surface contamination. For deep NV, the way to enlongate T2 is to reduce
nitrogen impurities (S = 1

2) and 13C nuclei (I = 1
2) inside the diamond crystal. Same as T ∗

2

the coherence time can be improved with isotopical engineering [28, 29].
Fig 1.4.4 shows the T2 measured with one of our isotopically engineered diamonds, with

ensemble NV centers implanted 100 nm beneath the surface. The 200 nm isotopically purified
12C (99.99%) diamond layer is grown by CVD on a non-purified diamond substrate.

18



Figure 1.4.4: (a) T2 relaxation process. Rotations around the x-axis and the y-axis are noise-
cancelling π pulses. (b) Top: Hahn Echo sequence. Bottom: T2 fits 113 µs.
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Chapter 2
Experimental Setup

In this chapter, the details of the design and implementation of the experimental setup
for quantum sensing with NV centers at cryogenic temperature will be discussed. The
NV center is manipulated with the green laser and the microwave. A home-built confocal
microscope is used to deliver the green laser and to collect the emitted red photon, working
jointly with motorized mirrors to realize spatial resolution. The microwave is delivered
with a manually wired coil suspended over the surface of the bulk diamond, through a
customized printed circuit board (PCB) mounted inside the cryogenic chamber. The low
temperature environment involves a vacuum chamber connected with a closed-cycle helium
cooler. The helium cooling and resistor heaters provide temperature control from 3.6K to
room temperature controlled with a PID loop.

This chapter first introduces the confocal setup, realizing the initialization and the read-
out of NV centers and the optical excitation of 2d materials. Then it follows with the
microwave and waveform delivery, realizing the manipulation of NV centers and the ac mag-
netic field excitation of 2d materials. Next the cryostat is discussed, including the basics of
a closed-cycle cooling and the geometry of our remodeled chamber shape. In the end the
procedures of making 2d material devices are described.

2.1 confocal microscope

As illustrated in Fig 2.1.1, the NV green initialization and the spin-dependent fluorescence
detection share the same steering mirror and the same set of confocal lenses. The optical
excitation of 2d vdW devices has a separate steering mirror and a separate copy of the first
confocal lens, while sharing the second confocal lens with green laser and PL collection. All
the photons are input or output through an objective that is mounted inside the cryostat
chamber such that we can use one with high NA. The objective is fixed, and the diamond is
mounted on a piezo stage with 3-axis mobility (Attocube ANC350).

For the green illumination, a high performance fixed wavelength diode laser modules
(Cobolt 06-MLD) with a wavelength of λ = 515 nm is applied on the diamond. The laser
has high speed direct modulation capability and receives pulse signals directly from the
AWG. The laser is coupled to a single-mode fiber to reduce the astigmatism. There is also
a 75 ± 3 µm pin-hole between a 50 mm and a 175 mm collimation lenses to remove spatial
intensity fluctuations.
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Figure 2.1.1: Confocal setup. The directly modulated 515 nm laser and the AOM-modulated
variable laser are input beams. The former one is for NV initialization and the latter one is for
optical excitation of 2d devices if needed, both independently steered with two separate motorized
mirrors and joined with a beamsplitter. The output photon counts are in red wavelength, filtered
from the green laser with a dichroic filter, collected with APD and counted by DAQ or Time
Tagger. The microwave is for driving NV center ground state spin level transition. The microwave
is generated by SigGen, amplified and delivered to the coil inside the cryostat. Electrical current is
output by SDG and can be combined to the coil if needed. Everything is synchronized with AWG,
including the modulation of lasers, the collection, the microwave or ac fields.

21



The second laser for excitation of 2d material is a single-mode fiber-pigtailed laser diode
(LP685-SF15, LP405-SF10, LPS-785-FC, LP730-SF15, LP515-SF3, LP660-SF20 or LP637-
SF70) mounted on a compact laser diode and temperature controller unit (CLD1010 or
CLD1011, depending on the pin code of the pigtail). In order to create laser pulses, the laser
is modulated with an acousto-optic modulator (AOM, ISOMET 1250C-848). The first order
refraction is used and a single-pass arrangement is chosen. The wavelength variability is
realized through unmounting and mounting the pigtails to the controller and the collimator.
One needs to re-align the AOM and collimation lenses and re-calibrate output power to get
consistent beam size, alignment and power after switching fiber.

The two lasers are independently steered, both with 2-dimensional scanning ability up
to 100 µm x 100 µm. In sensing experiments, usually the AOM-modulated laser is fixed in
the center of a mapping area and the green laser is scanned.

The NV fluorescence is guided back through the same optical path as the green until
split by a dichroic mirror (Semrock LPD02-633RU-25). The fluorescence is eventually fo-
cused onto an avalanche photodiode (APD, Excelitas SPCM-780-54-FC) for single photon
detection. The photon counts are binned with a data acquisition module (DAQ, National
Instruments) using AWG-controlled switches, or are recorded with a time-resolved counter
(Swabian, Time Tagger Ultra).

The PL collection beam path is calibrated with a portable red laser mounted on the
objective base from the opposite direction. The red laser is a stick pointer that can be
clamped inside and along a 2-in lens tube. The lense tube is mounted on the objective
thread with adapters, facing outwards from the cryostat. The goal is to make the green laser
(Cobolt 06-MLD) beam to totally overlap the red laser (portable pointer), because the NV
initialization and PL collection should share exactly the same path until the dichroic mirror.
However in reality this is usually found to be challenging to make a perfect alignment. While
the confocal lenses (AC508-180-A-ML) are achromatic doublets with AR coating working for
400-700 nm, it was found that the green and red wavelengths don’t have exactly the same
focal length, thus making the overlapping and simultaneous collimation less optimal. We
usually compromise by checking overlapping only at two selected reference points. Still, our
collection efficiency is reasonably satisfying, judging from single NV center’s Rabi contrast
and fluorescence saturation curve.
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Figure 2.2.1: (a) The microwave is delivered to the NV centers with a coil placed on top of the
diamond surface connected to a PCB. (b) The microwave and waveform going through the coil gen-
erate the GHz and kHz magnetic field, driving the transition of NV and excitation of 2d materials.

2.2 microwave delivery

Gigahertz microwaves are generated by a signal generator (SRS SG386) and an amplifier
(Mini-Circuits ZHL-16W-43-S+). If any ac magnetic field excitation is involved in the mea-
surement protocol, the kilohertz waveforms are generated by a function generator (Siglent
SDG2042X) and joined together with the microwaves by a diplexer (Mini-Circuits ZX75-
2R15-S+). The pulse timing and the microwave IQ mixing are controlled by the AWG. As
shown in Fig 2.2.1, the microwaves and waveforms are delivered through connectors in the
cryostat to a PCB, and finally to a wire loop placed on top of the diamond substrate. Both
the diamond and the PCB are mounted onto a copper sample holder.

2.3 closed-cycle helium cryostat

The cryogenic station used for our sensing experiment is the Cryostation s-series model
manufactured by Montana Instruments. The chamber can be mounted on the optical table
and the construction components are as shown in Fig 2.3.1 (a). The chamber shape is
remodeled into a non-congruent hexagon shape as shown in Fig 2.3.1 (b) in order to minimize
the distance limit between the diamond sample and the permanent magnet outside the
chamber. The side wall is set to be perpendicular to the NV center axis for our [1, 1, 1]

terminated diamond sample.
Closed-cycle cryocoolers, also known as dry cryostats, can cool the system to as low

as liquid helium temperatures (< 4K) with helium gas in a closed loop. The helium only
has to be refilled typically every few years if leak tight. With closed cycle helium gas, the
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Figure 2.3.1: (a) Schematic of an S-series prototype cryostat. Adapted from Ref [35]. (b) Illus-
tration of the geometry of our remodeled chamber with the permanent magnet outside and the
temperatures of different parts in the cryostat.
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only resources consumed for cooling are electricity and water-cooling. During a cooling
cycle, first, the compressed helium is delivered to the cryocooler, or cold head as usually
referred to. Second, at the cold head the heat will be absorbed by the process of helium
volume expansion because of the Joule-Thomson effect, resulting in a cooling effect. The
cold head has two stages, at base temperature stage 1 is cooled to ∼ 40 K and stage 2 is
cooled to < 4 K. Third, the helium is then sent back to the compressor. Fourth, the helium
is compressed again, and the heat generated during compressing will be transferred to the
external environment using some heat exchanger or radiator, ensuring that the compressed
helium gas remains at a manageable temperature.

The cold head and the compressor comprise the closed-cycle cooling. One of the hoses
supplies a high pressure helium and the other returns the low pressure helium. The cold head
is connected to the cold fingers at the bottom of the chamber and to the radiation shield, or
referred to as the platform. The shield insulates the sample from room-temperature thermal
radiation emitted by the vacuum housing. There are several thermocouples and heaters taped
at different parts of the chamber in order to stabilize temepartures for different sections of
the chamber. The objective temperature should also be optimized to minimize outgassing.
For more versatile vacuum control and leakage prevention we use a dedicated pump (Edward
T-station 85) connected with a residual gas analysis filament (RGA) instead of using the
built-in vacuum control unit.

2.4 device fabrication and vdW assembly

For the purpose of both fundamental research and industrial application, materials in the
low-dimensional limit are studied extensively. Common growth methods include chemical
vapor deposition (CVD) and molecular beam epitaxy (MBE). With vdW materials most
of the time exfoliated few-layers are preferred because they preserve the pristine lattice
quality from the single crystal bulk and are free of reconstruction or strain from a substrate.
VdW materials have low binding strength between layers, thus can be cleaved with tapes.
Chromium trihalides, which are the main vdW materials of this work, are relatively easy to
exfoliate. It is not as easy as graphene, but the few-layer yield is much higher than that of
TMD materials.

The following steps introduce two assembly techniques that are used in this work. The
first one is Polydimethylsiloxane (PDMS). PDMS is a jelly-like material used as a stamp and
is weakly sticky. The materials are directly exfoliated on a PDMS stamp and transferred onto
diamond, all at room temperature or very gently heated. The second one is the polycarbonate
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(PC) pickup technique. PC is a thin film and is suspended by a piece of PDMS. It rolls over
the flake by heating. The whole stack is picked up layer by layer and finally the PC is melted
and dissolved on the diamond. We use these two different methods depending on the device
requirements.

PDMS transfer

1. PDMS preparation

(a) Add about 12 grams silicon and 1.2 gram curing to a new and clean petri dish.
The curing and silicon ratio can be varied from 1:10 to 1:13 to create different
stickiness. The total amount can be varied to create different thickness preferred.
Mix with a stir stick about 6 minutes.

(b) Sonicate (medium power) for about half an hour to reduce bubbles.

(c) Place the petri dish on a flat and leveled surface. Leave it for more than 24 hours
for curing.

2. Exfoliation of flakes on PDMS

(a) Cut one or a few pieces of PDMS and place them on a glass slide. Transfer the
glass slides into the glovebox if needed.

(b) Use tape to exfoliate thin flakes from crystals and lay down onto the PDMS. Low
tack blue tape works better for CrCl3. Scotch tape is preferred to exfoliate hBN,
but blue tape also works.

(c) Gently rub the tape-covered PDMS with tweezer or fingers to eliminate any bub-
bles.

(d) May leave it for a couple of minutes, then peel the tape off. Speed may influence
yield of thin flakes.

(e) Search for good flakes under the microscope and mark the place of the flakes.
With CrCl3 the optical contrast is low on PDMS, so the thin flakes can only be
seen with near-field 100X objective under high illumination. With hBN and some
TMD the optical contrast is relatively higher.

(f) Might cut the PDMS to a size that is suitable for transfer. For soft materials like
CrCl3 make the cut far away from the sample because The PDMS is soft and the
strain may tear large thin flakes.
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3. Transfer of the flake to the diamond

(a) Mount the diamond substrate on a silicon wafer for handling. If the excitation
and initialization is through the back of the diamond, then use tabs of rubber
cement on the diamond conors for mounting, such that it is easy to remove the
hundreds µm thin diamond after transfer and the middle area where light goes
through will not be contaminated.

(b) Engage the PDMS stack with the target diamond area at room temperature until
close. Then either use the automatic stage to press the flake down at a slow
speed, or use heating to roll the flake over. With CrCl3 use no or gentle heating
(< 10◦C) even in glovebox in order to avoid flake degradation.

(c) Retract the glass slide.

4. If making a stack, repeat steps (2-3) and press the new layers on top of the existing
layers on diamond.

PC transfer

1. Dome PDMS preparation

(a) Prepare a thin film of PDMS. Cut the PDMS into small squares.

(b) Make a new mix of silicon and curing. Use a pipette to put one drop of PDMS
gel on each PDMS square films. The PDMS gel will form a dome shape because
of the surface tension.

(c) Leave the dome shape PDMS stamps for more than 24 hours for curing.

2. PC film preparation

(a) Pour Chloroform into a clean beaker. Then dissolve polycarbonate into it to make
a 6% solution by weight.

(b) Mix the solution overnight without heating. Then store the solution in a dark
solution bottle.

(c) Spray acetone and then IPA to clean two glass slides. Blow them dry.

(d) Place a drop of PC solution on one of the cleaned glass slides. Place the other
one on top and press down. The solution spreads out to cover the whole slide
and overflows. Very quickly slide the two slides apart along the long direction,
leaving thin smooth PC films on each.
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Figure 2.4.1: (a-b) vdW materials are exfoliated on PDMS and layer numbers. PDMS is then cut
to suitable sizes for transfer after layer identification with optical contrast. (c-d) The bottom layer
of the device stack is dropped onto diamond first. (e-f) The cap layer is dropped last.
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Figure 2.4.2: (a) Make dome shaped PDMS base. (b) Assemble PC/PDMS stamp. (c-d) vdW
materials are exfoliated on SiO2 and layer numbers are identified with optical contrast. PC picks
up the stack from top to bottom layers. (e-f) The stack is dropped onto diamond with melted PC.
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(e) Leave it to dry out for more than 10 minutes.

3. Stamp preparation

(a) Place a dome shape PDMS on a new glass slide near one end.

(b) Cut a square shape of double-sided tape. In the center cut out a smaller square.

(c) Stick the double-sided tape onto the PC film. Cut the PC film with a razor blade
to the shape of the double-sided tape. Then gently peel them off and avoid any
wrinkles in the PC film.

(d) Stick the other sided of the double-sided tape to the glass slide centered around
the PDMS. Gently press down the tape, such that the PC attaches to the PDMS
firmly hold by the tape on the ends.

4. Pickup stacks

(a) Flakes are exfoliated onto cleaned SiO2 wafers. The acetone and IPA sonication
can be followed by a 30 second O2 plasma cleaning for higher yield.

(b) Engage the PC with the flake at room temperature. The flake should be slightly
off the center of the dome shape stamp. Bring the edge of contacting close to the
target flake. The advantage of using a dome shaped stamp is that the contacting
position and rolling direction is highly predictable.

(c) Heat up to 70-130 ◦ C to roll the PC over the flake. During cooling back down the
flake is picked up. Higher temperature gives a higher chance of picking the flake
up, but PC may lose elasticity and get wrinkles after heating to high temperature
multiple times.

(d) After cooling back to room temperature (< 35◦ C), disengage the stamp with the
stage.

(e) If the stack has multiple layers of vdW materials, repeat step (b-d).

5. Transfer the stacks onto diamond

(a) Engage the stamp with the stack fully to the diamond surface at room tempera-
ture.

(b) Heat to 150 - 200 ◦C until the PC melts and breaks from the PDMS. With home-
built transfer stages, the melting temperature could be different, depending on
how close the thermocouple is placed with respect to the resistor heater and to
the sample in the design.
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(c) Disengage the PDMS from the diamond at the PC melting temperature. Then
cool down the diamond back to room temperature.

(d) Dissolve the PC in chloroform. If the device is not interactive with chloroform,
it can be immersed in chloroform overnight. If the device can interact with
chloroform, minimize the time of dissolving by preparing multiple beakers of
clean chloroform and immerse the diamond for a few seconds in each. It is also
possible to keep the PC without dissolving when taking NV measurements. It
was found the photoluminescence rate in 638-800 nm increases by only 5% on the
PC-covered region compared to the non-covered region with ensemble NV centers
at 4K.

(e) Take the diamond off the silicon wafer and mount it on the sample holder of the
confocal microscope.

Figure 2.4.3: The raw photo (a) and the extracted optical contrast (b, c) of 4∼9 layers of CrCl3
on PDMS. The area of (b) is illustrated as the white square in (a). The histogram (c) of optical
contrast is able to resolve and fit Gaussian peaks for each individual layer thickness. The numbers
in (b, c) represent the layer number.

layer identification with optical contrast The layer thickness of CrCl3 on PDMS
is identified with optical contrast before transferring onto diamond. The identification is
operated inside our Argon-filled glovebox in order to avoid sample degradation. With CrCl3
it is found that three layers or thinner flakes on PDMS is hardly resolved, while thicker
flakes can be clearly determined with optical contrast. The optical contrast C is defined as
the percentage of the brightness difference on flake versus on PDMS. The brightness I is
weighted over the RGB channels, and the weight we choose is about optimized to separate
the histogram peaks. Take few-layer CrCl3 as an example, the optical contrast on PDMS
with our objective and camera is defined as:
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I = 0.20 · IR + 0.38 · IG + 0.42 · IB
C = (Iflake/Isubstrate − 1)× 100%

(2.1)

In order to ensure the layer identification, we subsequently exfoliate CrCl3 on PDMS,
take optical image, then transfer CrCl3 to 90-nm SiO2 substrate and take optical image
again. The optical contrast of CrCl3 on SiO2 is well characterized and reported in many
previous works [36]. This allows us to decide the layer number. We repeat this procedure
multiple times to ensure the one-to-one correspondence between optical contrast on PDMS
and the number of layer.

32



Chapter 3
Measurement Protocols

3.1 ODMR with 2d magnets

As described in Ch 1.2, ODMR is the most basic measurement of magnetic field with NV
centers. The frequency of an applied microwave is swept and the number of collected photons
diminishes only when the frequency corresponds to the energy splitting between the spin zero
state to the other two spin polarization. Mapping ODMR with scanning NV has been used to
characterize vdW magnets[37], especially investigating domain wall evolution[38] and moire
patterns[39]. In this work we use ensemble NV to map ODMR around vdW magnets.

A bias field is usually applied with 2d material sensing, and the bias field is subtracted
from the field to extract the stray field of 2d materials. In our case the bias field is applied
with a permanent magnet for our ensemble NV in bulk diamond. The magnet is aligned to
be θ = 35.3◦ tilted away from the diamond surface, conforming with one of the four axes of
the ensemble NV centers.

The magnetization of 2d materials induces a stray field of a profile that is strongest and
most rapidly changing at the flake edge and decays away on either side. The stray field
changes the ground state energy of NV centers at proximity through Zeeman splitting, and
thus can be inferred from the ODMR spectrum.

When the dc field is perfectly aligned with the NV center axis, the ground-state spin |0⟩ →
|± 1⟩ transition frequency is determined by a linear Zeeman splitting: f± = D0± γe ·BNV∥,
where D0 = 2.87 GHz is the zero-field splitting, γe = 28 MHz/mT is the gyromagnetic
ratio and BNV∥ is the external field along the NV axis. With a magnetic flake present, the
sample stray field B⃗S induces an additional frequency shift ∆f(r⃗). In the optically detected
magnetic resonance (ODMR) spectrum, we consider the first order approximation:

∆f(r⃗) = −γe · BS
NV∥(r⃗) (3.1)

for the |0⟩ → |−1⟩ transition, where ∆f is linearly dependent on the parallel component
of the local sample stray field. BS

NV⊥ does not affect the ODMR measurements within
our experimental precision; however, we shall see that it induces a resolvable background
signal in our ac sensing measurements in Ch 3.2. Determining the spatial distribution of
magnetization from the stray field requires full two-dimensional imaging and some additional
constraint [40].
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3.1.1 Fourier transform approach for arbitrary patterns of magnets

M⃗(x, y, t) describes the magnetization profile at diamond surface (z = 0). It assumes the
thickness of the magnet is zero, which makes sense because the vdW materials are typically
sub-nanometer to a few nanometers while the NV centers are tens to hundreds of nm away.
M⃗(x, y, t) can be any non-infinite functions. For example, with a uniform magnet, the
magnetization is described with:

M⃗(x, y, t) =

{
σ · (cos θẑ + sin θ cosϕx̂+ sin θ sinϕŷ), if (x, y) on flake
0ẑ + 0x̂+ 0ŷ, if (x, y) not on flake

(3.2)

where θ is the angle between the magnetic moment and out-of-plane direction, ϕ is the
in-plane angle. At any moment of time t, the stray field ref would be:

M̃x,y,z(kx, ky) = F [Mx,y,z(x, y)]B̃x

B̃y

B̃z

 =− µ0
4π

e−|z|kr

kr

 k2x kxky −ikxkr

kxky k2y −ikykr

−ikxkr −ikykr −k2r

 ·

M̃x

M̃y

M̃z


Bx,y,z(x, y) = F−1[B̃x,y,z(kx, ky)]

BNV = cos(35.3◦)Bx + sin(35.3◦)Bz

(3.3)

where kr =
√

k2x + k2y . z = 100 nm is the NV center depth in our diamond substrates.

3.1.2 semi-infinite dipole sheet approach for out-of-plane magnets

Under the approximation of a semi-infinite, zero thickness dipole sheet, the vector stray
field B⃗S = (BS

x , B
S
y , B

S
z ) due to a magnetic thin flake with out-of-plane polarization (+z) is

[41, 42]:

34



BS
x (r⃗) =

µ0σz
2π

· z

x2 + z2

BS
y (r⃗) = 0

BS
z (r⃗) = −µ0σz

2π
· x

x2 + z2

(3.4)

where r⃗ = (x, y, z), the semi-infinite dipole sheet resides in the z = 0 plane for x <

0 with the y-axis being its edge, µ0 is the vacuum magnetic permeability and σz is the
areal magnetization density. With BS

y = 0 and an NV center axis in the xz-plane, we can
decompose the stray field in the coordinate system parallel and perpendicular to the NV
axis, i.e. B⃗S = (BS

x , B
S
z ) → (BS

NV∥, B
S
NV⊥) where

BS
NV∥(r⃗) =

µ0σz
2π

·
(

z

x2 + z2
sin(θ)− x

x2 + z2
cos(θ)

)
(3.5)

BS
NV⊥(r⃗) =

µ0σz
2π

·
(

z

x2 + z2
cos(θ) +

x

x2 + z2
sin(θ)

)
(3.6)

Here, θ = 54.74◦ is the NV center polar angle (i.e., NV axis is parallel to (sin(θ), 0, cos(θ))

in xyz coordinates), and z = −60 ∼ −100 nm is the NV center depth.

3.1.3 broadening of ODMR spectrum with ensemble NV

For ensemble NV samples, the green light reads out a collective signal of NV centers within
the beam size. The ODMR line shape maintains a narrow shape when the NV centers
experience nearly uniform magnetic field (far from the flake), but near the edge of the flake
where the magnetic field is rapidly changing spatially, the ODMR signal becomes broadened.
For fixed z depth, the shape of the ODMR dip measured at a location r⃗ = (x, y) relative
to the flake’s edge at x = 0 can be described by an integral of Lorentzian functions with
varying center frequencies f0 due to the local magnetic field, modulated by a Gaussian
envelope which represents the density of NV centers probed over the beam size:

I(f, r⃗) = A

∫
d2r⃗′

e
−( r⃗

′−r⃗√
2σ

)2

2πσ2
· (w/2)2

(f − f0(r⃗′))2 + (w/2)2
(3.7)

where the integral is over a circularly-symmetric beam spot centered about r⃗. I(f, r⃗)

models the experimentally measured PL intensity with the beam center at r⃗ as a function
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of the microwave frequency f . The beam width σ is determined from single NV PL scans
to be 0.17 µm. The zero-gradient linewidth w for the Lorentzian line shape is estimated to
be 8 MHz by measuring NV centers away from any flakes using the same microwave power
settings. The center frequency f0(r⃗′) as a function of position is determined by the stray
field of the flake, using Eq 3.5 and 3.1. Since f(r⃗′) only depends on x′, the coordinate
perpendicular to the flake’s edge, Eq 3.7 can be simplified to a 1D integral by integrating
out the y′-coordinate:

I(f, x) = A

∫
dx′

e
−(x

′−x√
2σ

)2

√
2πσ

· (w/2)2

(f − f0(x′))2 + (w/2)2
(3.8)

We fit the experimental ODMR traces as a function of the distance x simultaneously to
Eq 3.8. Explicitly, z, θ, σ, and w are fixed parameters determined from other measurements,
A is a free parameter that varies for each data set, and σz is a common free parameter used
for all data sets. An example of this fitting procedure is shown in Fig. 2a of the main text,
where we determine σz = 86± 5 µb/nm

2 for a 9-layer CrBr3 flake (Flake B).
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Figure 3.1.1: (a) Simulation of stray field of out-of-plane magnets (left) and in-plane magnets. The
linecut of the simulated field along the orange line is plotted at the bottom. The magnetization and
NV center direction are illustrated as the insets. The simulation assumes an NV depth of 100 nm
and a magnet spin density of 14.7 µB/nm2. (b) Blurring effect when measuring the linecut with
ensemble NV samples, originating from the drastic spatial change of stray field within the laser
beam size. The simulation is a linescan perpendicularly across the right side edge of an out-of-plane
magnet. x = 0 µm means the edge. It assumes a beam size of a 2d Gaussian with the standard
deviation as 170 nm. (c) ODMR frequency spectrum at selected points in (b).
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3.2 ac susceptometry

ac susceptibility is a powerful technique to study dynamical magnetic properties. Measuring
ac stray field from 2d magnetic flakes is challenging as the oscillating portion of magnetization
is tiny and thus requires close proximity and great sensitivity of the probe. Here we present
a technique where NV centers can measure ac susceptibility with sensitivity down to tens of
µT. In this section, an overview of ac susceptibility definition and interesting measurements
on representative bulk materials are first presented; then the setup and modulation sequence
of ac susceptometry of NV are introduced; careful analysis including artificial signal and SI
unit conversion are also detailed.

3.2.1 ac susceptibility

ac susceptibility measures the spin collective behavior under a small oscillation magnetic
field. It is a useful tool to study the phase transitions, and dynamic magnetic properties
such as domain walls in ferromagnets and vortex in superconductors. The definition of
susceptibility is:

χ = lim
H→0

M

H
(3.9)

As shown in Figure 3.2.1 (a), in ac susceptibility measurement a time-varying sinu-
soidal magnetic field Hac cos(ωt) is applied to the sample. Meanwhile a static magnetic
field Hdc may or may not be applied. The time-dependent portion of the magnetization
∝ Hac cos(ωt+ ϕ), where ϕ describes the lag between the response and the excitation.
Namely the ac susceptibility is defined as:

H = Hdc +Hac · eiωt

M = Mdc +Mac · eiωt

χac = χ′ − iχ′′ =
Mac
Hac

(3.10)

Ac susceptibility provides a more extensive characterization of dynamic properties of
spins than the dc susceptibility measurements where the sample properties are assumed
static. One can vary the static field amplitude Hdc, the sinusoidal field amplitude Hac, and
the ac frequency ω in order to explore the relaxation process in unique materials. Figure 3.2.1
(b-d) presents some representative systems where the application of ac susceptibility reveals
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interesting properties.

ferromagnets Figure 3.2.1 (b) plots the susceptibilities of an isotropic three-dimensional
ferromagnet with a constant dc field. The net magnetization as a function of temperature
has a discontinuity from paramagnetic phase to ferromagnetic phase, therefore it is a first-
order phase transition and the susceptibility blows up at the long-range order transition
temperature TC . Usually the χ′/ minimum and χ′′ onset coincide and can precisely determine
the TC .

spin ice Fig 3.2.1 (c) top panel plots the imaginary component versus the real component
of ac susceptibility of a spin ice material. Spin ice are usually systems where a large number of
degenerate ground state configurations are available, such that no long-range order down to
low temperatures can form. For example the identified spin ice systems in the early ages are
some rare-earth pyrochlores, where the four spins on the corners of each lattice tetrahedron
have to satisfy

∑
i S⃗i = 0[43]. The frequency dependence of the ac susceptibility is described

as [44]:

χac ∝
1

(1 + iωτc)β
(3.11)

or

χ′ = χ0 · cosβ(arctan(ωτc)) · cos(β · arctan(ωτc))

χ′′ = χ0 · cosβ(arctan(ωτc)) · sin(β · arctan(ωτc))
(3.12)

where τc is the cutoff of a wide range of long relaxation spectrum of spin ice, β is between
0 and 1, β = 1 corresponds to the Debye relaxation with a single dispersion. On each curve
in Figure 3.2.1 (c) top panel, data points on the right side (bigger χ′) correspond to low
frequency, and in the ω → 0 limit the curve should make a perpendicular angle with the
χ′-axis; data points on the left side (smaller χ′) corresponds to high frequency, and in the
ω → ∞ limit it should make an angle of βπ/2 against the χ′-axis. Each curve fits to
equation 3.11 and produces a fitted β and τc. The fitted τc as a function of temperature is
plotted in the bottom panel, illustrating a faster increase than what should be expected for
simple thermal activation which scales as 1/T .
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superconductors Fig 3.2.1 (d) plots a theoretical frequency dependence of superconduc-
tor ac susceptibility. Superconductors themselves don’t carry spin moments, but the current
induced by ac magnetic field through the Meissner effect creates the counter field, thus the
susceptibility is negative. With type I superconductors the magnetic flux is totally screened,
therefore χ′ = −1 and χ′′ = 0. With type II superconductors between the two transition
fields, the ac susceptibility is related to vortex movements. The current forming the vortex
experience Lorentz force under the ac magnetic field, so the flux line starts moving; the
moving vortex generates an electric field, which in return impedes the vortex motion. The
result of the two balancing forces is [45]:

χ′ =
sinh u+ sin u

u(cosh u+ cos u)
− 1

χ′′ =
sinh u− sin u

u(cosh u+ cos u)

(3.13)

where u ∝
√
ω. u also depends on the amplitude of ac field, and the dimension and

the normal state resistivity of the superconductor. At low frequencies, the ac field totally
penetrate the superconductor, yileding no susceptibility; at high frequencies, the ac field
almost only penerates the surface, yielding the same situation as a type I superconductor.

3.2.2 setup and sequences

Our ac susceptibility technique is based on controlling the NV spin precession with an XY8-
N sequence [50] while exciting the material with a synchronized ac magnetic field. As shown
in Fig. 3a in the main text, the sequence contains 8N + 2 pulses on the NV center spin:

(π
2

)
x
−
[
πx − πy − πx − πy − πy − πx − πy − πx

]N −
(π
2

)
proj

The ac magnetic field is dynamically coupled to the NV center’s spin precession using
frequency-selective quantum control sequences [51, 52]. The π-pulses are separated by a free
evolution time τ , while the ac excitation field is resonant with this sequence: at zero lag, the
ac field switches sign for every π-pulse (i.e., fAC = 1/(2τ)). The relative lag between the
XY8-N sequence and the ac excitation field is denoted as t0 = δ

π · τ , where δ is the phase
delay in radians. Each πj pulse flips the NV superposition state around the j-axis on the
Bloch sphere by a half-circle (e.g. 1√

2
(|0⟩ + e−iφ| − 1⟩) is turned into 1√

2
(|0⟩ + eiφ| − 1⟩)

by a πx pulse, negating the phase accumulated prior to the pulse. Thus, the net action of
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Figure 3.2.1: (a) Illustration of ac susceptibility measurement. The magnetization responds to an
oscillating magnetic field applied in addition to an optional constant field. Figure adapted from
Ref [46]. (b) The temperature dependence of the real and imaginary components of ac susceptibility
and dc susceptibility measured with a molecular 3d ferromagnet [FeII (H2O)2]2[NbIV (CN)8]·4H2O.
Figure adapted from Ref [47]. (c) Frequency dependence of ac susceptibility measured on a spin
ice material (top) and extracted relaxation cutoff from another measurement (bottom). Figure
adapted from Ref [48, 49]. (d) Simulation of frequency dependence of ac susceptibility of Type II
superconductors. Figure adapted from Ref [46].
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Figure 3.2.2: (a) Experimental sequence: the oscillating coil field excites oscillating magnetization
change, with a possible phase shift, of a 2d material flake. The magnetization change in turn
produces an extra oscillating field. An XY8-N DD sequence is applied to the NV center to lock-in
the total ac field. The phase delay between the coil field and the microwave pulses can be tuned
to isolate either the in-phase (δ = 0) or out-of-phase (δ = π/2) magnetization response. (b) The
filter function g of the microwave pulse sequence is as described by Eq 3.15. The total ac field is
modulated by the filter function g as described by Eq 3.3.1 and is dependent on the delay δ.

the π-pulses is to rectify the phase accumulation due to the ac field, which would otherwise
vanish by time integration. The rotation around orthogonal axes in succession decouples
pulse errors.

3.2.3 determination of the maximum precession angle

The total accumulated phase φend at the end of the evolution is optically read out af-
ter a

(π
2

)
x projection pulse. The measured NV center PL is proportional to XP (δ) =

A cos(φend(δ)), where XP is the x-projection of the final superposition state on the Bloch
sphere and A is the measurement contrast. We first consider that the external dc field is
perfectly aligned along the NV center axis such that the frequency shift of the NV spin state
is due to only the component of the ac field parallel to the NV axis:

φend(δ) =
∫ t0+8Nτ

t0

2πγe · B̃T
NV∥(t) ·M (t− t0) dt (3.14)

where t0 = δ · τ/π, and the modulation function representing the effect of the π-pulses
is:
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M (t) =


−1 0 ⩽ mod

(
t

τ
− 0.5, 2

)
< 1

+1 1 ⩽ mod
(
t

τ
− 0.5, 2

)
< 2.

(3.15)

In the chapter we use the ˜ overbar to represent the amplitudes of ac fields. B̃T
NV∥(t) is

the total ac field parallel to the NV center axis, consisting of the excitation coil field B̃C
NV∥

and the sample ac response B̃S
NV∥:

B̃T
NV∥(t) = B̃C

NV∥(t) + B̃S
NV∥(t)

= B̃C
NV∥ ·

[
(1 + κ) · cos

(π
τ
· t
)
+ κ′ sin

(π
τ
· t
)] (3.16)

where κ and κ′ are proportional to real and imaginary parts of the complex ac suscep-
tibility of the sample. By integrating Eq 3.3.1 with Eqs. 3.15 and 3.16 substituted in, the
normalized x-projection of the final state XP = cos(φend(δ)) as a function of the phase delay
δ is:

XP (δ) = cos ( ΦNV · cos(δ − δ0) ) (3.17)

where

ΦNV = 2πγe · 2/π · 8Nτ · |B̃C
NV∥|

√
(1 + κ)2 + κ′2 = 32γe ·Nτ · |B̃T

NV∥|

δ0 = arctan

(
κ′

1 + κ

)
.

(3.18)

We fit our experimental data to Eq 3.17 to determine ΦNV, referred to as the maximum
precession angle, and use Eq 3.18 to convert ΦNV to |B̃T

NV∥|. If the imaginary component of
the ac susceptibility is negligible, as in our case, then δ0 → 0 and B̃T

NV∥ → B̃C
NV∥ · (1 + κ).

For brevity of notation, B̃T
NV∥ is denoted as BT

AC in the main text, etc.
Eq 3.17 oscillates rapidly in δ when ΦNV is large. It is time-consuming to map the whole

fringe pattern, so δ is only swept around a small range around δ = 0. However, when ΦNV is
large, the XP (δ) fringes are almost invariant near δ = 0 when ΦNV differs by ±2nπ where n

is a small integer. This suggests that the restricted δ sweep can only determine ΦNV modulo
2π. We illustrate this in Fig 3.2.3 (a) for a simulation of ΦNV = 50.87π and ΦNV = 52.87π.
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However, the change in ΦNV due to the sample response per temperature or magnetic field
increment is much smaller than 2π. If we first determine which 2π branch of ΦNV we start
in, then we can track these incremental changes continuously by restricting the fit to the
appropriate 2π branch.

There are two ways to initially determine the absolute magnitude of ΦNV. The first is
to simply measure XP (δ) for δ spanning more than π

2 once prior to a temperature sweep.
Fig 3.2.3 (a) shows an exemplary full δ sweep. On this full range, the teal experimental data
clearly fits to ΦNV = 50.87π and not to ΦNV = 52.87π, as is evident in the fast oscillating
region highlighted by the dashed rectangle.

The second method is to measure XP (δ) at different amplitudes of the coil field, controlled
by the voltage output of the ac generator. Far from any flakes, ΦNV should be proportional
to the current (voltage) in the coil. As shown in Fig 3.2.3 (b-c), the fringe pattern is sampled
for increasing voltages, where for the lowest voltage there is no 2π ambiguity in determining
ΦNV. The linear scaling of ΦNV versus voltage shown in Fig 3.2.3 (c) confirms the correct
2π assignments. Hence, by using these methods to determine the initial 2π branch for ΦNV,
we can take a restricted set of data around δ = 0 during a sweep, but still track the absolute
magnitude of B̃T

NV∥ without ambiguity.

3.2.4 quantization in SI unit

By convention the sample response is usually normalized by the easy-axis component of
driving field. Since the ac excitation in our setup is produced by a coil which doesn’t create
a uniformly out-of-plane field, we need to estimate the angle. As sketched in Fig.3.2.4, first
B̃C

NV∥ is directly measured. Then the angle α between out-of-plane and the direction of
external field H̃C is simulated by assuming a 0.5 mm radius coil placed 500 µm above the
diamond, thus the total coil field is calculated as H̃C = B̃C

NV∥ ·
1

cos(θ+α)
. Last the easy-axis

component is calculated by projecting H̃C onto z axis, which gives B̃C
z = B̃C

NV∥ ·
cosα

cos(θ+α)
.

The susceptibility is defined as magnetization per unit excitation field per magnetic atom:
δM/δH, where δH = B̃C

z , δM = σ̃z/(ρ · t). d is the thickness. ρ is the molar density. σ̃z is
the “AC magnetization density”, i.e. the part of magnetization density that is responding
to ac excitation. σ̃z is proportional to the ac stray field B̃S

NV∥ measured outside the flake,
assuming a homogeneous response across the whole flake. For example in Fig 4.4.1 (c), by
fitting the 26 K curve to Eq 3.5, we find that the closest distance to the flake edge is 0.3
µm and σ̃z = 0.109 µB ·nm−2. Given its thickness d = 7 nm, the molar density of CrBr3
ρ = 0.0146 mol·cm−3, α = 9◦ and B̃C

NV∥ = 20.99 µT (Fig.3b)), the ac susceptibility is
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calculated as:

χ
∥
AC(26 K) =

σ̃z

B̃C
NV∥ · ρ · d

=
0.109× 9.274× 10−21 emu · nm−2

20.99 cos 9◦
cos(9◦+54.736◦) µT × 7 nm × 0.0146 mol · cm−3

= 21.1 emu · mol−1 · Oe−1

Figure 3.2.3: Determining the absolute magnitude of ΦNV. (a) Full fringe pattern of XP (δ) (teal
markers) and its best fit curve (teal line). The expected behavior of XP (δ) for ΦNV offset by 2π
is also plotted (orange line), showing disagreement with the data in the boxed region. (b) XP (δ)
curves for increasing amplitudes of the coil field (controlled by the voltage applied to the coil).
(c) Fitted ΦNV versus coil voltage shows a precise linear dependence and confirms the correct
assignment of the 2π branch for each voltage.
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Figure 3.2.4: Illustration of external ac field geometry. H̃C is the vector ac field produced by the
coil at the location of the sample. It’s projection on the NV center axis B̃C

NV∥ is directly measured.
The out-of-plane projection B̃C

z is used as normalization to calculate ac susceptibility.

Figure 3.2.5: (a) The shape of the spurious ac background is well described by dc polarization.
(b) ac measurement taken far from the flake, representing the bare coil field as a function of
temperature. It shows no systematic error related to the drift of the coil.

3.2.5 ac background induced by dc magnetization

The ac signal has a spurious offset below Tc. It shows the same spatial dependence as
BS

NV⊥(r⃗) described by Eq 3.6, to which the 4 K data in Fig.3e) is fitted. We attribute this
effect to the quadratic dependence of NV center energy splitting on BNV⊥.

Larmor precession comes from magnetic-field-induced energy splitting. When sensing
ac field, NV centers experience periodic energy splitting, which drives the spin to precess
on the equator of the Bloch sphere. How much the precession angle is accumulated is
determined by how sensitive the energy levels are to the magnetic field. While the parallel
component BNV∥ induces a large linear Zeeman shift, the effect of BNV⊥ is a only a second
order perturbation. Explicitly, as one calculates the transition frequency of the |0⟩ → | ± 1⟩
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transition with ϵ = BNV⊥/BNV∥ expanding to the second order[53]:

f± .
= D0 +

3(γeBNV∥)
2

2D0

(
1 + ϵ2

)
ϵ2 ± γeBNV∥ cos ϵ

√
1 + ϵ2

√
1 +

(
γeϵ2

2D0

)2

.
= D0 +

3(γeBNV∥ϵ)
2

2D0
± γeBNV∥

(
1− 1

2
ϵ2
)(

1 +
1

2
ϵ2
)(

1 +
1

2

(
γeϵ

2

2D0

)2
)

= D0 +
3γ2e
2D0

(BNV⊥)
2 ± γeBNV∥

(
1− 1

2
ϵ2 +

1

2
ϵ2
)

= D0 ± γeBNV∥ +
3γ2e
2D0

(BNV⊥)
2

(3.19)

The maximum precession angle comes from both parts: ΦNV = ΦNV∥ + ΦNV⊥, where

ΦNV∥ ∝ ∂f

∂BNV∥
= ±γe

ΦNV⊥ ∝ ∂f

∂BNV⊥
=

3γ2e
D0

BNV⊥

(3.20)

such that the parallel contribution is not field dependent, i.e. the maximum precession
angle is Φ0 whatever BNV∥ is, as illustrated in Fig.3.2.6a); while the perpendicular contri-
bution has a linear dependence. In Figure 4.4.1, the 4 K data fits to Eq 3.6 while 26 K fits
to Eq 3.5. In the geometry of our setup, a flake creates a negative BS

NV⊥ outside the right
edge. All of the data presented in this work is done with |0⟩ → | − 1⟩ subspace, in which
such a negative BS

NV⊥ enhances the precession angle as indicated by +δΦ in Fig.3.2.6b).
This is also confirmed by Fig.3.2.7 when we deliberately apply a misaligned field. The maxi-
mum precession angle is measured as a function of the horizontal position of the permanent
magnet. The x-axis is defined such that a larger number means smaller BNV⊥. So when the
x-axis is on the larger side of alignment, it has negative BS

NV⊥, same as the stray field of
CrBr3 samples. Consistently it gives larger precession angle as indicated by Φ0 + δΦ in the
figure.

As one fixes the distance to the flake and sweeps temperature, the ratio between per-
pendicular and parallel stray field is fixed, i.e. BS

NV⊥(T )|x=x0 ∝ BS
NV∥(T )|x=x0 , such that

the ac spurious offset should have the same shape as dc signal. Fig.3.2.5a) plots the dc data
(yellow on the right axis) over ac data (blue on the left axis) measured during the same
sweep, showing the perfect match. The yellow line in Fig 4.4.1 (d) is a fit of the dc data
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Figure 3.2.6: (a) NV center energy splitting as a function of parallel field with zero misalignment.
The maximum precession angle is not field dependent. (b) as a function of perpendicular field with
finite parallel component. The shift of maximum precession angle is proportional to BNV⊥.

Figure 3.2.7: Maximum precession angle showing dependence on BNV⊥ by pushing the magnet
misaligned.

using spin wave model σZ(T ) ∼ S − kBTβ

2πJS e
−∆0/kBT .

3.2.6 spatial distribution of susceptibility source

Our measurement is a single-point or at most a line scan measurement, different from the
traditional ac susceptometry where an averaged signal of a large area of the sample is col-
lected. As previously described, we quantify the susceptibility assuming a uniform sheet,
but part of the ac susceptibility comes from domain wall displacement which is intrinsically
nonuniform. In other words, if our measurement location happens to be near a domain wall,
the signal is big; if the measurement location happens to be away from any domain wall, the
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Figure 3.2.8: (a) Spatial distribution of the magnetization change of stripe domains. The domain
walls form a 10◦ angle to the edge of the flake with spacing of 100 nm, and are assumed to move by
10 nm under an excitation field. (b) Simulated stray field of stripe domains. (c) Spatial distribution
of a homogeneous magnetization change, with the density equivalent to spatial average of the stripe
configuration. (d) Top: linecuts of the stray field versus the distance perpendicular to the flake’s
edge. Solid lines of different colors mean different angles of the stripes with respect to the flake
edge. The dashed lines are of the homogeneous configuration. The linecuts are offset for clarity
and are Gaussian-averaged in the y direction, parallel to the flake, over our optical beam size.
Bottom: ratio of the stray field of the stripe configurations to that of uniform distribution. The
ratio approaches one as x increases, independent of the exact spatial distribution.

signal is small. However an ideal ac susceptometry should present an averaged quantifica-
tion of the whole material, regardless of where we park our probe. As a matter of fact, we
observe the ac susceptibility line scan shows a faster spatial decay than the dc signal. As
shown in Fig 4.4.1 (c), the dashed blue line does not perfectly fit the blue data, suggesting
a nonuniform ac signal. This brings up the question of how well our number represent the
overall ac susceptibility.

We find that the stray field outside the flake provides a convergent estimate for the
spatially averaged magnetization change when the individual sources of susceptibility are
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relatively dense on the length scale of the distance between the measurement location and
the flake edge. Assuming domain wall movements of 100 nm width [54], the ac susceptibility
measured at a distance ∼ 1µm away from the flake edge produces a good estimation of the
average value across the flake, as the simulation shows in Fig 3.2.8.

3.3 pump-probe microscopy for photo-generated phenomena

The dynamical decoupling sequence extends the coherence time T2 of the NV superposition
state and allows only ac fields synchronized to the π pulse spacing to affect the NV precession,
while blocking the influence of wideband magnetic noise. As such we can lock-in the signal
of resonant frequencies. Previously it was used to detect subtle environmental signals, such
as nuclear magnetic resonance [55, 56] and electron paramagnetic resonance [57]. In the ac
susceptometry it is the total ac magnetic field that the DD sequence locks in. In this chapter
we discuss photo-generated transient magnetism or photocurrent [52, 58].

3.3.1 pump-probe protocol

one-beam microscopy The 515 nm green laser is used for both initialization and readout
of NV centers, and also photo-excitation of 2d material. An example sequence is simply a
Hahn sequence as shown in Fig 3.3.1 (b) . The π pulse negates the modulation, such that the
accumulated phase measured as Φ = arctan

(
YP
XP

)
is proportional to the difference between

the integral of stray field over the first τ and the second τ .

two-beam microscopy, single excitation The 515 nm green laser is to illuminate en-
semble NV centers and scanned across the diamond substrate; the other beam (illustrated as
red) is used for photo-excitation of 2d material and kept fixed during mapping measurement.
The two beams are independently steered. The sensing sequence is shown in Fig 3.3.1 (c).
The pump pulse can be delayed by a duration that is long enough for the transient field
excited by the green pulse to fade away after the initializing pulse, in case the green laser
has an effect on the material. Because NV centers have T1 on the order of ms, a delay on
the order smaller than ms has virtually no effect on the NV initialization. Microwave pulses
of duration tp are applied waiting td after the pump pulse.

two-beam microscopy, multiple excitation In the case that the photo-excited phe-
nomenon quickly fades away after the excitation is turned off (sub µs scale), or the signal
is too small and requires repetitions of integration, multiple photo excitation can be used in
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sync with the DD sequence. An example sequence is illustrated in Fig 3.3.1 (e). The phase
to magnetic field conversion is similar to the ac susceptometry introduced in the previous
chapter, other than that the B̃T

NV∥(t) in Eq is no longer sinusoidal but square waves.
Photo-current and photo-magnetization are the two most common photo-physics that

can be measured with the pump-probe microscopy. As illustrated in Fig 3.3.1 (a), the pump
beam (red beam) stimulates the excitons, inducing the transient enhancement of magnetic
moments (white and red spheres with arrows; red intensity indicates the magnetization
magnitude) in the layered antiferromagnet; as illustrated in Fig 3.3.1 (b), the pump beam
excites photocurrent, of which the flow direction and intensity is spatially resolved with NV
mapping. In the following section, we focus on the case of transient magnetism measured
with the pump-probe technique.

3.3.2 conversion between the accumulated phase to B

The conversion between M and B is introduced in the Ch 3.1.1. Here we present the
conversion between B and Φ. By implementing the conversion first from experimentally
measured Φ to B, and then from B to M , one can reconstruct the spatial distribution of
photo-generated transient magnetization. Given the Hahn measurement sequence:

NV Initialization tw— Pump CrCl3
td—
(π
2

)
x

τ— πy
τ—
(π
2

)
proj

− NV Probe

where tw is a wait-time used in the dual-beam experiments to allow the incidental effect
of the green NV probe beam to decay. At a particular location, ∆BNV(t) decays with time
t after the end of the pump pulse. Thus for the Hahn sequence, the phase Φ we measure is
a modulated integral of the Larmor precession, with the phase acquired prior to the π-pulse
being inverted in the final total:

Φ(x, y, 2τ, td) = −
∫ td+τ

td

2πγe ·∆BNV(x, y, t) dt+
∫ td+2τ

td+τ
2πγe ·∆BNV(x, y, t) dt

= 2πγe ·∆BNV(x, y, 0) ·

(∫ td+2τ

td+τ
e
−
(

t
τm

)α
dt−

∫ td+τ

td

e
−
(

t
τm

)α
dt
)
(3.21)

where +2πγe = +2π· 28 MHz/mT is the gyromagnetic ratio for the |ms = −1⟩ state
above the NV ground-state anti-crossing. ∆BNV(x, y, 0) is the stray field at t = 0, which

51



Figure 3.3.1: Illustration of pump-probe detection of photo-generated magnetism (a) and current
(b). Measurement sequence of one-beam mapping (c), two-beam single-excitation mapping (d) and
two-beam multiple-excitation mapping.
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can be calculated using Eq 3.3 with ∆
−→
M(x, y, t = 0) = M⃗0 exp

(
−x2+y2

2σ2

)
.

The sum of the time integrals in parentheses is a strictly negative quantity; hence, we can
immediately deduce that Φ(x, y, 2τ, td) ∝ −∆BNV(x, y, 0), or more simply stated, the spatial
pattern for Φ(x, y) is the same as for −∆BNV(x, y). A single measurement of Φ(x, y, 2τ, td)
is not able to constrain the three unknown factors (∆BNV(x, y, 0), τm, α), but a set of
Φ(x, y, 2τ, td) for different 2τ and td can be jointly fit to determine the free parameters.

3.3.3 confirmation of the sign of M

The interpretation of our experiment crucially depends on the sign of ∆M , as a decrease in
magnetization could potentially be trivially explained by laser-induced thermal demagneti-
zation. Hence, we have been careful to rigorously check our conclusion.

Experimental check on the sign of Φ for a simulated time-varying stray field
∆BNV (t) Here we use an in-plane magnetized 2d material such as CrCl3 as an example. As
shown in the simulations of Fig 3.1.1 (a), a stronger in-plane magnetization along the +x-axis
leads to more negative ∆BNV along the NV center axis right underneath the magnetization.
Therefore, during the Hahn echo sequence, the transient magnetic field (right underneath
the pump beam) is expected to be more negative during the first half of the echo than in the
second half, since the optically-induced magnetization change decays to zero. Thus we should
verify that the sign of Φ measured under identical conditions is positive for a controlled signal
field that is more negative during the first half of the Hahn echo than during the second half.

To do this, we add another current signal through a diplexer to the same coil that is used
to apply the microwave pulses. This calibration experiment is shown in Fig 3.3.2, where
Bext = 141 mT. For Bext > 102.8 mT (NV center anti-crossing), a positive shift in ODMR
frequency corresponds to a positive sign of the field along the NV center axis. In Fig 3.3.2
(b), we see that a positive dc voltage creates a positive dc magnetic field at the NV location,
as revealed by the pulsed ODMR measurements.

Intuitive Bloch sphere picture of NV precession To visualize the NV center pre-
cession, we look at the Hamiltonian of the NV center in the rotating wave approximation.
Suppose the NV center is under a microwave and dc magnetic field. Here, the dc field in-
cludes ∆B, the stray field excited by pump laser, which changes over a timescale of ∼10
µs and is essentially static compared to the microwave frequency of ∼GHz. The equation
below is written in the coordinate of NV center, i.e. ẑ is along NV∥, x̂ is along NV⊥. In the
microwave frame with the rotating wave approximation (RWA), the Hamiltonian is
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Figure 3.3.2: ODMR (a,b) and Hahn (c,d) measurement with simulated magnetic fields applied
through the coil. The ODMR measurement indicate a positive voltage creates a positive dc field
∆BNV along the NV center axis. Thus, by applying a square wave as shown in c), a time-varying
magnetic signal that is more positive (negative) during the first half of the Hahn echo than the
second half is created by the V = +8 (-8) mV data point in d) and produces a negative (positive)
precession angle Φ. This proves that a positive precession angle Φ is associated with a -BNV due
to an enhancement of the in-plane magnetization.

Hrwa =
δω

2
σz +

ωrf
2
σx (3.22)

where for the |ms = 0⟩ and |ms = −1⟩ basis states

δω = |f0 − γ(Bext +∆B)| − ω

ωrf = γBrf
(3.23)

Here, f0 is the zero-field splitting. During free evolution, the σx component is negligible
since the microwave is off. Due to the absolute value, the sign of the σz component depends
on whether Bext + ∆B is below or above the NV center anti-crossing field (f0/γ ∼ 102.8

mT). The microwave frequency ω is set on resonance to match Bext, i.e. ω = |f0 − γBext|.
Hence, below the anti-crossing, δω = −γ∆B; above the anti-crossing, δω = +γ∆B.

Most of our Hahn echo data are taken above the crossing field. Under this circumstance,
δω > 0 for ∆B > 0, so the superposition state undergoes counterclockwise evolution on the
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Figure 3.3.3: Evolution of the superposition state of the NV center on a Bloch sphere during the
Hahn sequence with a positive detuning δω. The final π/2 readout pulse is either an X-pulse
(left) or Y -pulse (right). The trajectory during X-pulses is drawn as blue arrows, Y -pulses as pink
arrows, and the free evolution during the interval between the pulses as white arrows. Because ∆B
is decaying, the evolution angle is larger during the first half of the echo (right white shaded region
on each sphere) than in the second half (left white shaded region). The normalized NV center
photoluminescence reads out positive (negative) if the polarization (green circle) of the state after
the projection pulse is above (below) the equator.

Bloch sphere equator (by right-hand rule) during the free evolution intervals of the Hahn
echo sequence as visualized in Fig. 3.3.3. With δω > 0 and ∆B → 0 during the echo, the
counterclockwise precession is larger during the first half before the π-pulse than after the
π-pulse. The phase acquired in the first half is inverted by the π-pulse. Hence, the net
accumulated phase Φ is negative, and the X-projection of the final evolved state reads out
positive for small angles; the Y -projection reads out negative. Alternatively, if the field is
below the crossing field, then δω < 0 for ∆B > 0 will make the superposition state evolve
clockwise during the free evolution intervals between the microwave pulses. In that case, the
final X-projection for small angles still reads out positive, but Y -projection also reads out
positive, giving a positive phase Φ.
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Theoretically expected signs for various quantities after a
Hahn echo evolution under a decaying, positive ∆B(t)

Bext δω Free Evolution ⟨X⟩final ⟨Y ⟩final Φ

Bext > 102.8 mT + counterclockwise + − −
Bext < 102.8 mT − clockwise + + +
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Chapter 4
ac Susceptometry of CrBr3

The work in this chapter and Ch 3.2 is supported by NSF ECCS-2041779. The findings and
conclusions do not necessarily reflect the view of the funding agency.

4.1 introduction

The magnetism in low dimensions is theoretically forbidden by Mermin-Wagner Theorem,
unless anisotropy arises. In spin rotational invariant systems, long range order is destroyed
below three-dimension because of thermally excited magnons. The discovery of 2d vdW
magnets completes the missing part of the 2d vdW realm. Since the first exfoliation of
graphene using the Scotch tape technique, research in exfoliated 2d materials has been
thriving. 2d vdW materials have strong in-layer bonds and weak interlayer coupling, so
individual or few-layer materials can be isolated and re-assembled. 2d materials are in
general interesting because they possess a wide range of properties distinctive from their
bulk counterparts, including the crystal structure or the band structure, leading to intriguing
electronic or photonic properties and unconventional couplings. Moreover, 2d materials are
more flexible in parameter tuning, free of substrate effect, because of stacking versatility.
The angstrom level proximity havs provided modulation power not accessible in the bulk
regime. After the discovery of magnetic 2d materials, they are studied both as themselves
and also stacked onto other 2d materials, for example to provide strong magnetic field to lift
valley degeneracy [59].

Atomically thin magnets are generally challenging to characterize [60–62]. The magnetic
moments of a micron-sized exfoliated monolayer (approximately 10−11 emu) lie below the
sensitivity of commercial superconducting quantum interference device (SQUID) [63] (ap-
proximately 10−8 emu). Previously only indirect probing methods were applied, such as
fluorescence [64, 65], the magneto-optical Kerr effect [66–69] or the integration into electri-
cal devices [70–72]. The limitations of these probing methods are that they don’t provide
sub-micron resolution, or they lack quantitative evaluation about the magnetization [73–75].
NV magnetometry in the dc range have been developed [37, 38, 76, 77]. With a diamond tips
comprising a single NV center, or widefield ensemble NV substrate brought to nanometer
scale proximity, 2d magnets can be quantitatively imaged down to monolayer limit with
nanometer resolution, showing even-odd effect of interlayer antiferromagnetism.

However the dynamical properties of these 2d magnets have not been quantitatively
studied. It is crucial to measure the ac susceptibility of 2d magnets to unveil their properties,
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such as phase transition, relaxation and domain wall movements. The ac susceptibility is
fundamentally informative in systems such as antiferromagnets, spin glasses and ensembles
of single-molecule magnets [46, 78]. For ferromagnets, the divergence of ac susceptibility
near paramagnetic transition with a critical exponent γ characterizes the universality class of
underlying interactions [79], while below TC the ac susceptibility characterizes magnetization
rotation, domain wall motion, superparamagnetism, and the interactions of these processes
with defects, strain, and external dc field [80]. The NV works as a multi-modal probe given
its great sensitivity in wide range of frequencies and stability in versatile environments.
Therefore it is natural to devise an ac sensing technique for the micro-scale magnets. Through
this work the formation, mobility, and consolidation of single domain walls in CrBr3 below
TC was illuminated by our ac susceptometry, providing information on the potential for
domain-based memory and logic devices [81–83].

4.2 CrBr3 a ferromagnetic 2d material

Chromium trihalides CrX3 (X = F, Cl, Br and I) are indirect bandgap magnetic semiconduc-
tors. Different from CrI3 and CrCl3, which have opposite spin alignments across neighbour
layers, CrBr3 has ferromagnetic inter-layer coupling, therefore the ac signal is larger and
provides a great prototype for 2d ac susceptibility sensing. Bulk CrBr3 is a ferromagnet
with Curie temperature 37 K.

The lattice structure of CrBr3 is shown in Figure 4.2.1. In each layer of CrBr3, the
chromium ions form the honeycomb lattice. Each chromium ions is surrounded by six iodine
atoms, arranged in a corner-sharing octahedra. The six iodine atoms form the top and
the bottom sublayer, each sublayer having three iodine, forming two triangles facing the
opposite directions in the top view. R-stacking means that in all chromium trihalide layer,
the triangles of the top sublayers point in the same direction, and those of the bottom
sublayers point in the same direction. R-stacking can be further divided into monoclinic and
rhombohedral stacking, depending on whether the system has two mirror symmetry planes
or three-fold rotation symmetry. While in H-stacking, the orientation of triangles in the top
or the bottom sublayers switch the direction between neighbouring layers. Both bulk and
exfoliated CrBr3 have H-stacking. R-stacking CrBr3 can be grown with molecular beam
epitaxy (MBE) [84].

The electron configuration of a charge-neutral chromium atom is [Ar]4s13d5. With six
bromine atoms around, the chromium ion has three positive charges and the electron con-
figuration is [Ar]4s03d3. According to Hund’s rule, the three d-electrons are filled in such a

58



Figure 4.2.1: Chromium trihalides lattice structures. Figures adapted from Refs [64, 84].

way that each chromium atom has an out-of-plane magnetic moment of 3µB . The density
of magnetic momentum is 14.7 µB/nm2.

4.3 dc field sensing of magnetic hysteresis

In this work we use an ensemble NV substrate beneath the ultrathin CrBr3 [85, 86] exfoliated
without hBN encapsulation. By parking the optical spot outside the flake, we characterize the
magnetic hysteresis of CrBr3 of different thickness. We observed that the 515 nm laser could
easily burn CrBr3 with laser power even as low as a few tens of µW. It is also advantageous
to measure near the edge because the stray field is large, as illustrated in Figure 4.3.1 (a).
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The behavior of the hysteresis is dependent on the layer number and the temperature.
In this work the external bias field BE

DC is applied along the NV direction. The stray field
BS
DC is also the projection along the NV axis. The in-plane component of magnetic moments

can be neglected in the range of bias field used in this work, as CrBr3 has strong uniaxial
anisotropy that forces magnetization to the out-of-plane direction [87]. As we can see, for
Flake A the hysteresis tends to be flat and square, showing only one or two jumps when the
external field is swept at cold temperatures. The hysteresis displays full remanence and a
large coercive field. While for Flake B, which has a similar thickness to Flake A, the hys-
teresis tends to show continuous stray field change, comprising a few more jumps of smaller
amplitudes. These are called discrete Barkhausen jumps (gray arrows), corresponding to
the hopping of individual domain walls between different pinning sites. When the temper-
ature rises, similar continuous magnetism changes are observed in Flake A, and also the
saturation stray field is decreased. These observations indicate that there are intrinsically
variations across flakes. Some flakes tend to form smaller domains under the same field and
temperature. The metastable domain structures and magnetization reversal process in in-
termediate thickness CrBr3 flakes (9–10 layers) are extremely sensitive to details of the local
microstructure, including strain and defects. The same behavior is also seen in NV scanning
works [38]. This is possibly because intermediate thickness flakes could have defects in some
batches, inducing pinning sites or some local areas with modified exchange coupling [88].
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Figure 4.3.1: (a) Simulated map for Flake A (ten layers thick) for the component of the flake’s
stray field parallel to the NV center axis. Measurements are primarily taken outside the flake’s
right edge (green dot) and are referenced to the background signal far away from the flake. (b)
Temperature-dependent hysteresis curves for Flake A (ten layers thick), which display rectangular
hysteresis indicating minimal pinning of domain walls once nucleated. (c) Magnetic hysteresis
curve for Flake B (nine layers thick), where the magnetization M slowly reverses due to domain
wall pinning. Discrete Barkhausen jumps are marked by the grey arrows. (d-f) Magnetic hysteresis
curve for 18-layer, 15-layer and 6-layer.
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4.4 ac field sensing of susceptibility

As introduced in Ch 3.2, the ac susceptometry uses a coil to produce both microwave pulses
for manipulating NV centers and ac magnetic field to excite the magnetization response
in the material. Then microwave pulses construct the DD sequence which extends the NV
center coherence time by filtering the noise of unsynchronized frequency, while amplifying the
signal of synchronized frequency. The total ac signal comprising both the external applied
field BE

AC and the stray field from flake BS
AC . Figure 4.4.1 (a-b) illustrate the total ac field

at the nearest spot outside the flake. The quantification of total ac field is by fitting the
curve to Eq. 3.17. The difference of the total ac magnetic field amplitude between 27 K and
50 K indicates the contribution from the CrBr3 sample.

In order to get the pure stray field signal BS
AC , the background signal of external ac field

is subtracted. The background signal represents the BE
AC created by the coil, determined

by doing a linear fit on the ac magnetic field measured as a function of the distance from
the flake edge at 50 K. Figure 4.4.1 (c) illustrates the spatial dependence of the stray field
after background subtraction, being zero at 50 K and negative at 26 K. The ’unexpected’
positive signal at 4 K is an artifact signal induced by the flake’s dc stray field arising on the
perpendicular axis of NV center as described in Ch 3.2.5. The 26 K data is fitted to the
parallel component of stray field Eq. 3.5 (orange solid), and the 4 K data is fitted to the
perpendicular component of the stray field Eq. 3.6 (blue dashed).

The artifact signal from the perpendicular dc component is subtracted out in the tem-
perature dependence. Figure 4.4.1 (d) plots the ac susceptibility in two different definitions.
The left axis is −BS

ac/B
E
ac with a unit of %. The right axis is defined as magnetization per

unit excitation field per magnetic atom with a unit of emu· mol−1·Oe−1. The yellow line
is a fit proportional to the dc stray field measured simultaneously with the ac field, and is
scaled such that it overlaps the ac field at low temperatures (< 20 K). The true signal for
the field warming (FW) cycle at 10.6 mT is plotted in the inset, with only a divergent peak
around the Curie temperature.

With the calibrations we can measure the ac susceptibility with varying field and flake
thickness. Compared with FW at 10.6 mT, FC at the same or lower field shows overlapping
behavior at the paramagnetic transition, but possesses one more broad peak in the ferro-
magnetic phase known as Hopkins peak [89], as illustrated in Figure 4.4.2. The behavior
in the ferrormagnetic phase is suppressed by increasing field, accompanied by an increase
of dc saturation magnetization. We attribute the initial rounding and decrease of χac to
the formation of the domain structure, which impedes the coherent magnetization rotation
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Figure 4.4.1: (a-b) The total ac field for Flake A is determined from the fringe pattern using the ac
sensing protocl comprising an XY8-N2 sequence of τ = 2.1 µs (238 kHz) with a final XP projection.
The fringes are induced by the integration of NV center precession of the superposition state. The
data are taken at a dc bias field of 10.6 mT. (c) Linecut of the ac stray field away from Flake A’s
right edge. A linear background is determined from the 50 K data and subtracted from all. (d)
Temperature dependence of uncorrected (main) and corrected (inset) ac susceptibility for Flake A.
The data is collected after cooling with a bias field of 10.6 mT and during warming at the same
field.
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relative to the paramagnetic state. We attribute the two peaks to different microscopic be-
haviors of the magnetism. The peak near the transition temperature indicates the formation
of small batch domains involving magnetization rotation. Monte Carlo simulations [90, 91]
indicate that incipient domain-like patches begin to form a few kelvin above Tc, with the
magnetic axes of the domains initially isotropically distributed. The second peak existing in
the ferromagnetic phase indicates the growth and expansion of aligned magnetic domains,
involving domain wall movements and nucleation.

For Flake C, the bulk-like flake, the temperature dependence of the ac susceptibility
shows a different behavior at low field. The susceptibility demonstrates more than two local
maximums and does not have an obvious trend of decreasing at low temperatures. This is
probably becuase of our probe is rather local than global. As we park our measurement
spot outside the flake, the measurement characterizes the averaged signal only when the
domain size is either tiny or big. For example, with Flake A where the density of pinning
sites is low, the domain size quickly switches from granular to a single patch when cooling
through the transition temperature, therefore our ac protocol always measures an averaged
signal that shows two peaks. In contrast, with bulk-like Flake C, 2 mT is not high enough
to polarize the sample to large domains as illustrated by the hysteresis and the dc cooling
curve. Electron microscopy observes periodic stripe-like domains in bulk CrBr3 with widths
of approximately 100 nm [54], consistent with significantly reduced stray fields even when
measured at our near-field location. Therefore the probe is sensitive to a few domain wall
nearby, of which the bulging and contracting may fluctuate at various temperatures. As a
result the measurement is too local to represent a statistical average of global susceptibility
and displays several peaks.

Quantitatively, the peak value of χac [approximately 7 emu·(mol Oe)−1] determined
for Flake C by NV magnetometry is close to that measured for bulk CrI3 using a SQUID
magnetometer [approximately 6 emu·(mol Oe)−1] [92]. The dc magnetization during the
subsequent FW in strong field is also plotted and fitted to M(T ) ∝ (1 − T/Tc)

β , with
β = 0.38 ± 0.02 and TC = 30.5 K, in close agreement with prior works that found β ≈ 0.4

for both bulk [93] and monolayer [68] CrBr3.
Figure 4.5.1 presents the frequency dependence of ac susceptibility for Flake A. The

frequency variation is realized by changing the excitation current going through the coil,
at the same time of changing τ and the repetition of the microwave XY8 sequence. The
frequency dependence is:

χ(ω) =
ω0

1− (ω/ω0)2 + i(ω/ωc)
(4.1)
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Figure 4.4.2: (a) Temperature dependence of ac susceptibility (blue) and dc magnetization (red)
for bulk-like Flake C (18 layers) during FC at low bias field. The magnetization remains nearly
zero, indicating a finely fragmented domain structure. The magnetization during FW at a high
bias field (purple) is also plotted for comparison. It shows a critical scaling M(T ) ∝ (1T/Tc)β with
β = 0.38± 0.02. (b)–(d) Temperature dependence of ac susceptibility (blue) and dc magnetization
(red) for Flake A (10 layers) during FC at various bias fields. Flake A, the flake with square
hysteresis, has higher susceptibility than Flake C at the same field. The divergence of χac at
transition temperature TC = 30.5 K fits a critical exponent γ = 1.1± 0.3, shown as the red line in
the upper panel of (b); while the dc magnetization scales with a critical component β = 0.4± 0.09,
shown as the red line in the lower panel of (d). Arrows in (c) represent the frequency dependence
in Figure 4.5.1 with corresponding colors. χac are all taken with XY8-N2 238 kHz.
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where ω = 2πfac. The domain wall movement is like a damped harmonic oscillation [94,
95]. ω0 is the resonance frequency and ωc characterizes the relaxation and contributes to
the imaginary component of ac susceptibility. With our ac susceptometry, the imaginary
would be observed as unsynchronization of total ac field and XY8 sequences. In other words
the fringes pattern in Figure 4.4.1 (b) would shift left or right with respect to the center if
the imaginary component is present. In this work we never observed any imaginary above
the uncertainty level for any flake at various temperatures and fields, indicating there is
little spin ice nature in CrBr3. The resonance frequency ω0 exceeds 700 MHz [96], therefore
without considering the imaginary component the susceptibility is fitted to:

χ(ω) =
ω0

1 + (ω/ωc)2
(4.2)

ωc approximately fits 2 MHz at 22 K and fits 1 MHz at 10 K, indicating a slow relaxation
in CrBr3. In the damped oscillation model, ωc is proportional to restoring force and anti-
proportional to the damping viscosity. A small relaxation frequency means a strong damping
in domain wall movement caused by pinning sites. In addition, for ferromagnetic insulators
the damping is partially contributed by lattice-spin relaxation, which is proportional to the
square root of uniaxial anisotropy. This is consistent with the observation that the fitted
ωc decrease monotonically from 22 K to 10 K because the anisotropy term increases with
decreasing temperature [97].

4.5 conclusion

The application of ac susceptometry on CrBr3 demonstrates NV centers a true mutlimodal
probe for few-layer magnetic materials. The precision of the ac magnetic field reaches as low
as 40 nT, two orders of magnitude smaller than the precision accessible with dc magnetome-
try. It was found that different thicknesses of CrBr3 flakes exhibit varied magnetic behavior
in hysteresis and ac susceptibility measurements, influenced by factors such as layer number,
temperature, and local microstructure. An interesting yet challenging future step is to ap-
ply the technique to scanning NV measurements for nanoscale imaging of ac susceptibility.
Our development paves the way for studying subgigahertz magnetic dynamics in diverse 2D
systems, especially those lacking magneto-optical coupling [98–100] and nanoparticles at the
single-particle limit [101].
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Figure 4.5.1: Frequency dependence of ac susceptibility for Flake A (10-layer) at 50 K (blue), 22
K (green), 12 K (purple), and 10 K (orange) during FC. The solid lines are fits using a damped
driven domain wall oscillation model. The repetition of dynamical decoupling pulses increases for
higher frequency (e.g. XY8-N6 for 714 kHz).
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Chapter 5
Defect Assisted Magnetization Tuning of CrCl3

The work in this chapter and Ch 3.3 is supported by NSF DMR-2047214, NSF ECCS-
2041779, and FA2386-21-1-4095. The findings and conclusions do not necessarily reflect the
view of the funding agency.

5.1 introduction

Since the discovery of 2D magnets, their properties have been explored with optical charac-
terization method. On one hand, the magnetism induces tuning in optical reflection [66, 67],
absorption [65], polarization [59, 102] and spectrum [103]; on the other hand, efforts have
been made to modulate magnetism with optical pulses through spin-valley coupling [104],
valley-asymmetric proximity effect [105], moire band tuning [106], doped magnetic transition
metal atoms [107], and spin transfer between carriers and local moments [108]. One of the
mechanisms of light-magnetism interaction is driven by the exciton, where an electron forms
a pair with a nearby hole. In bulk materials, excitons are known to influence magnetiza-
tion through charge transfer [109, 110] and exchange alternation [111, 112]. However their
potential in tuning 2D magnetism remains under exploration.

In transition metal dichalcogenide (TMD) materials, excitons play an important role
in the 2D limit because the reduced dimensionality decreases the dielectric screening, thus
enhances the Coulomb interactions. The exciton binding energy [113] is appreciably hundreds
of meV [114]. In the chromium trihalide materials, excitons are characterized as localized or
Frenkel type, which are less sensitive to dimensionality and exhibit an even larger binding
energy on the order of several eV [115–117]. Among the three chromium trihalide materials,
CrCl3 displays the weakest d-p hybridization between the ligand and the Cr atoms, thus
features the smallest exciton radii and the largest binding energy [73, 75]. Therefore we
expect a long lifetime for excitons in CrCl3.

Here we study the transient magnetic moment in few-layer CrCl3 with a pump-probe
setup, where the optical excitation is synchronized with a quantum dynamical decoupling
sequence. Compared with the conventional dc measurement where the stray field is only
strong around the flake edges, the pump-probe measurement has a faster and more straight-
forward imaging ability, given that the transient stray field is uniform when the optical
excitation is scanned across the flake. We identify a remarkable enhancement of the in-plane
magnetization density up to 0.5 µB/nm2 which displays strong contrast between even and
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odd layers, consistent with the layered antiferromagnetism. The relaxation of this enhance-
ment is also significantly slow, with a lifetime up to 26 µs. Guided by DFT calculations, we
attribute the transient moment to electrons hopping from the defect level to the positively-
polarized CrCl3 conduction band. Combined with time-resolve PL measurement, we infer
that the electron hopping arises from the Auger recombination [118, 119]. Once an exciton
is generated, it either triggers the Auger recombination inducing a spin inversion, or decays
radiatively emitting a photon. Our results demonstrate the optical tunability of magne-
tization through defect adsorption, and provide insights for further exploration in tuning
magnetic properties such as critical temperatures [120], magnetic ground state [100] and
anisotropy [121].

5.2 in-plane layered antiferromangetization

We first demonstrate the antiferromagnetism in CrCl3 with dc magnetometry. The few-
layer CrCl3 flakes are exfoliated and transferred onto top of the diamond with ensemble
NV centers, which are 12C isotopically-enriched and show prolonged coherence time. The
flake identification and transfer are operated in an argon-filled glovebox unless otherwise
described. After encapsulating the flakes with hBN, the diamond was exposed in ambient
environment for a minimized time and then loaded into the cryostat.

The layered in-plane antiferromagnetism in CrCl3 with a Neel temperature of approxi-
mately 17 K [122] was previously characterized with tunneling magnetoconductance [72, 87,
123, 124] and x-ray magnetic circular dichroism (MCD) with a glazing angle [125] in thin
films. Traditional MCD with a normal incident angle is unable to detect in-plane magneti-
zation. Here we use pulsed optically detected magnetic resonance (ODMR).

In Figure 5.2.1, the stray field at a bias field of 3.3 mT (c) and 141.5 mT (e) are plotted.
The flake comprises four to six layers and the layer numbers for different sections of this flake
are indicated in (a). At 3.3 mT the stray field is mostly near the edge of the 5-layer and
the 9-layer. As the field increases to 141.5 mT, we notice that: the stray field contributed
from the 8-layer and the nearby 6-layer increases from negligible to almost double that of
the odd layers; the stray field near the edge of the 9-layer grows to similar amount as the
5-layer and the 7-layer; the stray field near the edge of the 4-layer and the nearby 6-layer
section increases but remains small.

We attribute these changes to the following evolution of magnetic moments: Firstly, one
of the anti-aligned layers in the 8-layer and the nearby 6-layer flips, resulting in a switch from
fully-compensated to doubly uncompensated; Secondly, the 9-layer has a higher saturation
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Figure 5.2.1: (a, c) Experimental stray field data of ODMR at different bias field. (b, d) Simulated
stray field at different bias field. The configurations of magnetization which generate the simulations
are indicated underneath. At high field the 8-layer has a flipped layer of magnetization (circled in
red).
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field than the others, thus at low field it is fragmented or not polarized, and at high field
it shows a saturated uncompensated moment as the other odd layers; Thirdly, the 4-layer
and the nearby 6-layer start to tilt out-of-plane in a strong field. A simulation of the stray
field with the proposed magnetization [77] is plotted in (d) and (e), in close alignment with
the data. It reveals an uncompensated layer of 14 µB/nm2 magnetization density, slightly
reduced from the expected saturation of 19 µB/nm2. Our ODMR imaging well characterizes
the layered antiferromagnetism in CrCl3.

5.3 optical modulation of magnetic moments

We then present the sensing of optically induced transient field. As shown in Fig 5.3.1,
the measurement synchronizes an optical excitation with the Hahn Echo sensing protocol,
such that the accumulated phase measured as Φ = arctan

(
YP
XP

)
is proportional to the

difference between the integral of stray field over the first τ and the second τ . The Hahn
Echo measurement uncovers a surprising transient stray field on CrCl3, and shows a striking
difference between odd and even layers. Fig 5.3.1 (c-e) measures Hahn Echo as a function
of τ on the bare diamond, the 5-layer and the 6-layer separately, the locations of which are

indicated in (f). The curves in (c-e) are simultaneous fit of XP = e
−
(

2τ
τcoh

)p
·cos(Φ(2τ)), YP =

e
−
(

2τ
τcoh

)p
·sin(Φ(2τ)). Contrasted by the bare diamond where the coherence time fits τcoh =

113 µs, the 6-layer CrCl3 shows a significantly shorter coherence time τcoh = 24 µs, indicating
the existence of magnetic noise but with a zero average; the 5-layer CrCl3 shows not only
a decoherence but also an increasing accumulated phase Φ, indicating a transient magnetic
field varying on the order of µs to tens of µs.

We then fix 2τ = 13µs and sweep this sensing protocol across the flake. The accumulated
phase induced by the transient stray field is plotted in Fig 5.3.1 (f). Consistent with (c-
e), it shows that the transient field uniformly exists across the 5-layer, while the signal is
significantly less across the 6-layer and 8-layer. It is also noticeable that the transient field
is as small on the bulk as on the even layers. The static stray field measured with ODMR
on the same flake is shown in Fig 5.3.1 (a). As expected, the stray field is mostly around
the edge of the 5-layer. We attribute the localized stray field along the edge of 8-layer to
be magnetic edge defects, or a tiny piece of odd-layer that cannot be resolved in the optical
layer identification. The bulk piece shows non-uniform magnetization. This fragmentation
could explain its negligible transient field, since the magnetization modulation could average
to zero.
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Figure 5.3.1: Single beam pump-probe measurement on the 5, 6, 8-layer and bulk area using the
Hahn Echo sequence. (a-c) The Hahn Echo measurement as a function of 2τ . (e) Hahn imaging by
scanning the single green beam, where 2τ is fixed to be 13 µs. The triangles mark the locations of
measurement in (c-e) with corresponding colors. It shows the even-odd effect compared with the
static field imaing in (d)
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Figure 5.3.2: Single beam transient field measurement on two other flakes illustrating defect level
effect. (a) Hahn imaging at 141.5 mT. The configuration of magnetization is shown in Figure 1(e-f).
The 8-layer stripe has similar intensity as its odd layer neighbors, although the 8-layer has double
the uncompensated net magnetization. (b) PL imaging where the wavelength is filtered to be above
800 nm. The hBN-covered part has higher PL intensity, indicating the excitons are more inclined
to go through the radiative pathway. (c) ODMR data showing the even-odd parity and the weaker
magnetization in the exposed part. (d) Hahn imaging showing the transient stray field is much
stronger in the exposed part, indicating the defect is responsible for the transient enhancement of
magnetic moment.
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5.4 pump-probe imaging of the transient stray field

In order to figure out the origin of this optically excited effect, it is important to image the
whole profile of the transient field. With the single beam protocol mentioned above, we are
only able to measure the stray field at the same location of the excitation. Therefore we
employ a two-beam setup, where the pumping is applied by a separately steered laser beam
of variable wavelength.

The imaging result is shown in Fig 5.4.3 at different temperatures. It is taken with a
bias field of 141 mT and excited with 730 nm and 515 nm pump beam on two different
7-layer flakes. The profile of the Φ below Neel temperature shows a two-lobe pattern of a
circular shape, and the location of pumping (yellow circle) resides in the positive lobe. This
sign switching feature and the deviation of the lobe boundary to the left of the pumping
location are reminiscent of the static stray field of in-plane magnetization. Therefore we are
inspired to fit the pattern to the stray field created by a gaussian-like amplification of the
in-plane magnetization, as shown in Fig 5.4.1. The fit turns out to be excellently capturing
the features of the data. We also fit the data to the stray field of amplified magnetization
along several different directions, and we are confident to say that the direction should be
within ±10◦ with respect to the in-plane direction.

The temperature dependence shows that the transient field stays nearly the same far
below the Neel temperature. While approaching the Neel temperature upon warming to
16K, the profile is completely changed. A finer resolution on temperature in the shows
a more drastic and non-repeatable profile evolution. We attribute these subtle patterns to
domain formation and magnetization rotation, as the anisotropy is weakened near the critical
temperature.

We emphasize that the optical effect we observe indeed corresponds to an enhancement in
magnetization, rather than a trivial heat-induced de-magnetization. Firstly, the accumulated
phase by our sensing protocol is given in Eq 5.1, therefore a positive accumulated phase
correspond to a negative stray field above the anti-crossing field of 102.7 mT. This inference
is also supported by a test measurement with an electrical current applied through the coil.
Then based on the stray field profile, it is reconstructed that the transient moment is aligned
with the applied field, indicating an enhancement of magnetization. Secondly, the lifetime of
the transient field (tens of µs) is significantly longer than what would be expected (1 µs) for
thermal demagnetization. Ref [127] shows that the accumulated phase due to thermal effect
quickly saturates when 2τ exceeds the thermal time constant. It is a completely different
behavior from Fig 5.5.1 where Φ keeps increasing without slowing down from 8 µs to 46 µs.
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Figure 5.4.1: (a) Φ mapping measurement (left) on two 7-layer flake. It is pumped with λ =
730 nm, P = 220 µW. Timing is chosen to maximize the contrast: tp = 1.2 µ, td = 0 µs,
2τ = 13 µs. Transient moment (right) and stray field (middle) fitted to the data on the left. The
bottom pattern fits an in-plane angle of 37◦ with respect to bias field. (b) Simulation of stray
field with different magnetization direction. θm = 0 means in-plane, θm = 90◦ means out-of-plane,
θ = 35◦ means along NV center direction.
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Figure 5.4.2: The transient moment amplitude as a function of wavelength. Φ mappings with
variable wavelength are measured, and the fitted 2D gaussian amplitudes represent the amplitudes
of ∆Mx. The absorption data re-plotted from Ref [126] reveals that the two-peak feature of the
magnetization enhancement coincides with the d-d excitons X1 and X2. The optical power P for
λ > 405 nm is 180 µW; for λ = 405 nm, P = 55 �W and the fitted amplitude is scaled for fair
comparison. For λ < 637 nm, the pump beam can excite or convert the charge state of NV centers,
but this introduces only incoherent photon noise, while the coherent signal is contributed by NV
centers that remain in the correct, microwave-addressable ground state. To allow some fraction of
excited NV centers to relax, we use a non-zero delay td = 1 µs for all λ here. Some noise is still
visible in the λ = 405 nm image, but it is not contributed by CrCl3 since similar noise occurs over
the bare diamond substrate (0-layer).
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Figure 5.4.3: Φ mappings as a function of temperature on two different 7-layer flakes with different
wavelength. Above 14.5 K, the pattern begins to change rapidly and display non-circular features,
which may reflect enhanced disorder and laser-heating effects near the phase transition.
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5.5 role of exciton

We vary the wavelength of the pump laser and the result is summarized in Fig 5.4.2. We
attribute the two-peak feature to the two modes of bright excitons X1 and X2 inside the
band gap of CrCl3, corresponding to the d-d transitions 4A2 →4 T1 and 4A2 →4 T2 [64]. The
absorption data from Ref [126] is plotted in the same graph for comparison. The e-h binding
energy of CrCl3 is enormous, compared with not only other types of 2D semiconductors
such as MoS2 or black phosphorous but also its sibling magnetic material CrI3 [116]. This
strongly long-lived characteristic of CrCl3 exciton should promote other transition pathways
if existent.

We also measure a flake half covered by hBN, and find that the uncovered part induces
significantly larger transient field than the covered part as shown in Fig 5.3.2(b-d). Mean-
while the doubly uncompensated 8-layer doesn’t have double amount of Φ. The transient
field is of almost equal intensity on either doubly uncompensated even layers or singly un-
compensated odd layers, as shown in Fig 5.3.2(a). These evidence indicate the intensity of
the transient field is not proportional to the magnetization at equilibrium, but positively
correlated to the surface defect density.

Considering all the information provided above, we infer that 1) the transient moment is
prompted through a non-radiative pathway of the excitons, 2) the population of the excitons
going through this non-radiative pathway is proportional to the defect density. In order to
explore the relation between the transient moment and the exciton, we then characterize the
lifetime of both the transient moment and the photoluminescence (PL) excited by excitons.
The lifetime for the transient moment is extracted by a simultaneous fit of the Fig 5.5.1 (b)
measurement with varying τ and td. We assume a gaussian decay of ∆Mx, then for each
specific τ and td, Φ measures as:

Φ(r⃗, τ, td) = D(r⃗)

[∫ td+τ

td

M(t)dt−
∫ td+2τ

td+τ
M(t)dt

]
where M(t) = M0e

−
(

t
τm

)α (5.1)

Here we use M(t) to represent the time-dependent amplitude of the transient moment,
which has a 2D-gaussian spatial profile. i.e. ∆Mx(r⃗′, t) = M(t) · exp

(
−|r⃗′/r0|2

)
. D(r⃗) is

the transient field profile, representing the factor converting M to Φ(r⃗), and r⃗ is where the
green laser parks. The factor D is taken as invariant of time t, because the width of the
gaussian ∆Mx(r⃗′, t) is not shrinking as the amplitude decays. As shown in Fig 5.5.1 (a), the
size of the two lobes remains as their amplitude becomes lower.
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The accumulated phase with varying τ and td is plotted in Fig 5.5.1 (b). We choose r⃗

such that it provides the strongest Φ, and the location is indicated by the yellow cross in
(a). All the data points are simultaneously fitted to Eq 5.1. M0, τm and α are flexible, D(r⃗)

is known, τ and td are independent variables, Φ is the dependent variable. The fitted result
is τm = 26± 3 µs, α = 0.5± 0.1 and M0 = 0.46± 0.10 µB/nm2 as plotted in (c).

PL measured under the same wavelength and power is plotted in (d). By comparison
we can tell the PL lifetime (38 ns) is almost three orders of magnitude smaller than the
transient moment. PL measurement with varying layer number and power is summarized
in (e-g). Firstly, flakes covered with hBN systematically display higher PL per layer and
lifetime, and display lower transient moment, as shown in Fig 5.3.2 (d)). This indicates the
mechanism inducing the transient moment is competing with the mechanism inducing PL.
Secondly, flakes of higher layer number have higher PL per layer and higher PL lifetime.
This phenomenon is also reported in the CrI3, indicating that the d-d relaxation processes
are affected by interlayer or flake-substrate interactions [59]. Thirdly, the PL lifetime is
nearly independent of laser power. Given that laser power is normally taken as proportional
to exciton density, it indicates that the mechanism inducing the transient moment is inde-
pendent of exciton density. This is consistent with our previous observation from Φ mapping
that the transient field intensity is only related to the surface defect density.
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Figure 5.5.1: (a) Spatiotemporal Φ imaging with varying td. The rotation of the two-lobe pattern
indicates a deviation of transient moment from the x-axis. This is possibly a sign of flake-dependent
anisotropy competing with the applied bias field. (b) Φ intensity with varying td and tp. It is
pumped with λ = 730 nm, P = 220 µW. (c) The result of a simultaneous fit to all the data points
in (b) to the model in Eq 5.1, yielding τm = 26 µs and α = 0.5. (d) Time resolved PL collection
pumped with the same lumination as (b). The fitted decay yields τopt = 38 ns and β = 0.60. (e)
PL intensity per layer versus number of layers (f) Fitted PL lifetime versus number of layers. (g)
Fitted PL lifetime versus lumination power. β = 0.79 is fixed for fitting lifetimes in (f-g). Red
(blue) denotes CrCl3 encapsulated (unencapsulated) with hBN.
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5.6 defect assited Auger recombination

Putting all the evidence together, we arrive at the conclusion that the exciton causes the
transient moment through an Auger recombination process assisted with a surface defect
level. The transient moment has a much longer lifetime than PL, therefore we rule out the
exciton itself being the direct cause of the transient moment. Rather, the excitons bring
out some other transitions to levels of long lifetime. Furthermore, the independency with
the laser power, i.e. exciton density, is a feature of Auger recombination with localized
defect [118, 119]. It is distinctive from the traditional Auger recombination, where exciton-
exciton interaction dominates the rate and the signal is inversely proportional to the exciton
density [128].

As shown in Fig 5.6.1, upon exciton creation, there are two pathways the electron can
be released. One is the radiative way where the system emits a photon. The other way
is non-radiative, where the electron in the defect level combines with a nearby hole in the
valence band, and the released energy kicks the exciton electron to the conduction band.
The net effect of the non-radiative way is one electron hopping from the defect level to
the conduction band. As a result the transient moment equals the magnetization difference
between the conduction band and the defect level.

Although CrCl3 is relatively stable under ambient conditions, surface oxidation, Cl de-
fects and water adsorption have been identified with theoretical simulations and several
experimental probes [129, 130]. Further experiments with contamination control and the
density functional theory (DFT) calculation would reveal the specific defect with such a
in-gap level of spin neutral or spin down. While in the pristine CrCl3, the conduction and
the valance band that are most proximate to the Fermi level are spin up. Thus when the
electron is moved from the defect level to the conduction band, the net transient moment is
double the spin up, enhancing the magnetization.
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Figure 5.6.1: Left: an oppositely magnetized defect level resides in the CrCl3 bandgap. Near-
resonant photons stimulates the formation of excitons. Middle: An exciton has two pathways.
One is to radiatively emit a photon. The other one is to trigger the Auger recombination, where
the binding energy prompts the electron hopping from the defect level to the conduction band.
Right: The excited state decays with multi-phonon emission. The ionized defect level recaptures
the electron.

5.7 conclusion

In this work, we demonstrate the tuning of the optically induced transient magnetization with
the pump-probe quantum sensing technique. Experimental data and theoretical calculations
corroborate an exciton-induced Augur recombination process assisted with surface adsorbent.
This mechanism could be generic in materials where excitons have high binding energy, such
as CrPS4 [131], MnPX3 [132] and Fe-doped MoS2 [133]. In addition, our pump-probe method
provides an extensively applicable platform to sense photo-magnetism effect. Our findings
provide new insights into ideas regarding optically-responsive magnet devices, which could
be crucial in future design of spintronics devices.
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