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Abstract 
 
The COVID-19 pandemic impacted nearly every aspect of societies around the world when it struck 
in 2020. Food insecurity increased in almost all countries, even those with well-developed economies 
and safety nets, and education for all ages was drastically affected by social distancing guidelines and a 
concern for the safety of students and faculty alike. Using data from the 2019 and 2020 cross-sections 
of the Survey of Income and Program Participation, I evaluated the impact of an automatic increase in 
food assistance benefits in the United States during March 2020 on grade progression rates for 
students who were affected by the benefit increase. I find statistically insignificant results regarding the 
effect of this increase on grade progression rates, but a significant positive effect of being in the post-
Covid period on these rates. These results could reflect the fact that school districts around the 
country broadly loosened the academic requirements for grade progression. Future research could 
evaluate the effect of food stamp benefits on the quality of education, and seek to overcome the 
limitations of the model used for this analysis. 
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I. Introduction 

 
Food insecurity—a period when the availability of nutritional, safe food and socially acceptable means 
by which to acquire it are uncertain (Anderson 1990)—is a pervasive issue in developed and 
developing countries worldwide. In 2019, nearly two billion people were estimated to have 
experienced food insecurity globally, according to the United Nations State of Food Security and 
Nutrition in the World (SOFI) Report, with nearly 750 million of these people experiencing severe 
food insecurity. Upon the onset of the COVID-19 pandemic, though, global food insecurity increased 
dramatically—in 2021, nearly 2.4 billion people were food insecure, and as many as 820 million people 
were severely so. 
 
The initial impacts of COVID-19 were far from limited to worsened food security, though. Education 
at all levels and for all ages also suffered a major blow, particularly in the early stages of the pandemic, 
when social distancing was generally regarded as the most effective method by which to slow the 
spread of disease. School closures were widespread, but differentially implemented, for inconsistent 
periods of time, and with varying degrees of effectiveness. Without in-person schooling, children and 
education faculty were faced with unprecedented challenges, leading to worsened mental health for 
both groups (Jalongo 2021). Children regressed in reading and math skills, undoing decades of 
progress in each area. Low-income students and students belonging to already-vulnerable populations 
found these problems exacerbated. Despite all of these negative impacts on education quality from 
COVID-19, individual districts were afforded greater freedom in determining students’ eligibility for 
grade progression (advancing to the next grade) and retention (remaining in the same grade for an 
additional year), with all states receiving federal waivers for standardized testing requirements in the 
2019-2020 academic year (Green 2020). 
 
Previous research on the topics of food insecurity, nutritional assistance, government programs, and 
educational outcomes for primary and secondary school students is easy to find, but few pieces link 
each of these topics to each other, and fewer do so against the backdrop of the COVID-19 pandemic. 
The literature supports the notion that food insecurity is associated with worsened educational 
outcomes for students, but lacks clarity on whether food security is associated with improved 
educational outcomes (Shankar et al. 2017, Argaw et al. 2023). There is also research examining 
educational losses for children during the pandemic, but analysis of government intervention in the 
realm of education mostly focuses on education-specific policies enacted to stem these losses (Duflo 
2001, Angrist & Krueger 1991).  
 
My project characterizes the effect of a uniform increase in Supplemental Nutrition Assistance 
Program (SNAP) payments on grade progression rates for K-12 students receiving the benefits. To do 
so, I use data from two months of the Survey of Income and Program Participation (SIPP), a 
longitudinal, nationally representative dataset of the non-institutionalized United States civilian 
population. I find statistically insignificant evidence of any effect of this increase, but a statistically 
significant increase in progression rates after the onset of COVID-19 for all students. It is likely that 
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the lack of impact from this increase is due to a general loosening or complete elimination of 
standardized benchmarks to determine a student’s eligibility for advancing to the next grade; with 
higher across-the-board progression, it is unsurprising that grade progression is unaffected by most 
factors besides time. 
 
This paper contributes to the existing literature in two primary ways: (1) by quantifying the impact of 
a program predominantly designed to address food insecurity on grade progression, described in this 
paper as a metric for educational development, and (2) by analyzing the effectiveness of an increase in 
transfer payments in a period of widespread upheaval, such as COVID-19. Current research has 
underexplored the effect of transfer programs on areas to which they are not directly related despite 
evidence of an intersection between the underlying problems these programs address and other areas 
of recipients’ lives. With regards to SNAP, few studies have examined the effectiveness of the increase 
in benefits on alleviating pandemic-related instability, and those that have look primarily at its effect 
on food insecurity. 
 
The remainder of this paper proceeds as follows. First, I present background information on food 
insecurity and K-12 education in the United States, the particular impacts of COVID-19 in these 
areas, and the specific policy change to be evaluated. Then, a review of existing literature provides 
context for this study and explores the research that has already been conducted in these areas. I 
describe the data source and outline the methodology used to analyze it. I then present my findings 
from this analysis and interpret the results. I conclude with a discussion of limitations of my project 
and an evaluation of potential areas of focus for future researchers. 
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II. Background 
 
Food Insecurity & Assistance in the United States 
 
Despite the United States’ status as a developed country with the highest GDP in the world, its citizens 
are far from immune to the upward trend in food insecurity, with 33.8 million people experiencing 
food insecurity in 2021. To combat food insecurity in the U.S., the United States Department of 
Agriculture (USDA) administers the Supplemental Nutrition Assistance Program (SNAP), formerly 
known as the Food Stamp Program, to eligible citizens. SNAP is the largest source of nutrition 
assistance nationwide, serving 46 million Americans in fiscal year 2011 with a cost of $75 billion 
(Nestle 2019). While initially requiring beneficiaries to pay for a portion of the benefits themselves, the 
program has evolved into a means-tested supplemental income measure that is free for eligible 
households. As SNAP is a federal assistance program, all benefits are paid for by the federal 
government, with administrative costs also being partly shared by individual states. SNAP’s federal 
nature also guarantees uniform eligibility requirements for all states except Alaska and Hawaii (which 
have slightly different income levels for eligibility). To be eligible for SNAP, an individual must pass 
two income and two asset tests, having: (1) gross income of less than 135% of the federal poverty level; 
(2) net income of less than 100% of the federal poverty level; (3) liquid asset worth of less than $2,000; 
(4) vehicle asset worth of less than $4,250. Individuals can also be categorically eligible for SNAP by 
receiving benefits from certain other means-tested government assistance programs. 
 
In an attempt to help its most vulnerable citizens weather the pandemic, the U.S. government 
immediately expanded access to SNAP upon the onset of COVID-19 in March 2020 through the 
Coronavirus Aid, Relief, and Economic Security (CARES) Act, allowing eligible households to 
receive their maximum possible benefit from the program. Since many people—particularly low-
income people—experienced significant income and/or employment shocks during the pandemic, this 
policy was intended to supplement people’s income to help them afford food. The Trump 
administration left out the most vulnerable people from its expansion of benefits—if a household was 
already receiving the maximum amount of food assistance, they experienced no change in benefits. 
When President Biden assumed office, though, his administration changed this policy and began 
extending federal assistance to these people, granting all recipients at least $95 in benefits as well as a 
15% benefit increase across the board. A timeline of the benefits received by three typical SNAP 
recipients—one who received the maximum benefit prior to the pandemic, one whose income was 
100% of the Federal Poverty Level (FPL), and one whose income was 50% of the FPL—is included in 
the appendix (Figure D1). The timeline assumes that there were no income fluctuations over the time 
period depicted. 
 
State Responses to Educational Losses During COVID-19 
 
In March of 2020, schools nationwide began closing due to a lack of methods besides social distancing 
by which to slow the spread of COVID-19 in public spaces. Without clear federal guidance on the 
issue of school closures, states’ policies in this regard were not identical: many states instituted 
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mandatory school closures, while others only recommended that districts close schools, and left the 
ultimate decision up to individual districts (Slavin 2020). After the initial two-three week period of 
closures, it became apparent that longer closures would be necessary, and states were thus faced with 
the difficult decision of how to best service their students in light of drastically different circumstances 
than in the past. Most states agreed in many areas: a need to quickly pivot to remote learning, the 
existence of equity issues in doing so, and waiving standardized assessments for the initial year of the 
pandemic, for instance. States diverged, however, in many aspects, including decisions about 
graduation and grading policies (Reich et al. 2020). 
 
A key point of contention for school districts was how to equitably evaluate their students’ success in 
the initial phase of the pandemic. Since nearly all states were granted federal waivers of standardized 
testing requirements, the question of whether or not to allow struggling students to progress to the 
next grade became particularly difficult to answer.  Without the usual benchmark of these assessments 
to help administrators understand a student’s preparedness for the next grade, policies regarding grade 
promotion (progressing a student to the next grade/graduation) and retention (holding a student back 
to repeat a grade) varied widely at the state and district levels. In some states, no guidance on grade 
promotion or retention was given; in many others, states explicitly gave districts permission to adjust 
their policies in these regards as they saw fit. The result in all states was a highly individualized 
approach to educational policies at the district level. 
 
As an example of the freedom afforded to each district, consider Michigan, where Gov. Gretchen 
Whitmer almost immediately passed the comprehensive Executive Order 2020-35 in response to 
COVID-19. The order gave school districts large amounts of discretion when choosing how to grant 
credit for graduation, including the abilities to grant full semester credit for coursework up through 
March 11, 2020, allow students to graduate with alternative assessment methods (e.g. a resumé 
evaluation), or provide an optional final exam/interdisciplinary learning approach to gauge a students’ 
readiness for graduation (Whitmer 2020). The order also mandated that schools would close for in-
person education until the end of the 2020 academic year, and that districts were to create and 
administer a plan for the virtual continuation of education, grade promotion, and grade retention 
within 4 weeks of the order’s passing.  
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III. Literature Review 
 
The following section discusses existing literature on the topics of food insecurity, SNAP benefits, 
educational attainment, and the effect of COVID-19 on each of these areas.  
 
Food Insecurity: Measures & Impacts 
 
Many researchers have sought to characterize the prevalence of food insecurity and the extent to which 
it impacts various outcomes for affected people. For the U.S., a standard measure of food insecurity 
came with the addition of the U.S. Household Food Security Survey Module (HFSSM) to the U.S. 
Census Bureau's Current Population Survey (CPS) in the early 1990s. The HFSSM includes a set of 
18 questions (10 for households with no children) that assess the level of food insecurity and hunger a 
household experiences in a given year. There are four broad categories into which households with 
children can be qualified: food secure (fewer than three affirmative answers), food insecure without 
hunger (between three and seven affirmative responses), moderately food insecure with hunger 
(between seven and twelve positive answers) and severely food insecure with hunger (more than 12 
affirmative positive responses) (Nord et al. 1999). Another category, food insecure with hunger among 
children, reflects positive responses to five of the eight questions specifically concerning children. 
While not all surveys quantify food insecurity with the 18 questions used in the CPS, most nutrition-
related surveys include some measure of food insecurity, classified on a similar scale of low, moderate, 
and severe levels. 
 
A significant body of research focuses on the causes of food insecurity for once-food-secure 
households. Heflin (2016) aggregates these causes broadly into what she terms instability, consisting of 
“employment shocks, household formation shocks, residential changes, income changes, household 
size changes, and disability shocks.” She finds that increases in instability have significant effects on 
various measures of material hardship; however, decreases in instability generally do not, implying that 
efforts to increase benefits to disadvantaged populations may be impactful only in the sense that they 
prevent instability from worsening. It is also important to note that food insecurity does not afflict all 
households at equal rates. Rather, researchers observe differential severity and prevalence of food 
insecurity among many demographics (Alaimo 2005). Households with children, female-headed 
households, households with seniors, and Hispanic/Black households were more likely to experience 
food insecurity than the applicable comparison group for each category. It is likely that this 
phenomenon occurs because instability, as measured by Heflin, is more common in these groups than 
it is for the average American household.  
 
Food insecurity is linked to a host of negative outcomes for people of all ages. Examining recent 
research in this field, Gundersen and Ziliak (2015) show that after controlling for other health-related 
risk factors, health outcomes for food-insecure people are drastically worse than their food-secure 
counterparts. Food insecurity is associated with worsened mental, physical, and oral health for 
nonsenior adults; for children and seniors, these effects are magnified. For instance, food-insecure 
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children are over twice as likely to consider themselves in fair or poor health and between 1.4 and 2.6 
times as likely to suffer from asthma than food-secure children, and food-insecure seniors experience 
livelihood deterioration comparable to food-secure seniors that are 14 years older. In all children—
from infancy to adolescence—food insecurity is associated with worse behavioral outcomes, emotional 
development, and academic success (Shankar et al. 2017). 
 
Economics of Education, Grade Retention, and Grade Advancement 
 
It is this final metric, academic success, with which this paper is concerned. Educational outcomes for 
children are of particular importance, as these outcomes tend to have a snowball effect: children who 
fall behind early on in their academic careers tend to have worse educational outcomes than those who 
keep pace with their peers during this time (Choi et al. 2018). Education in general has a clear-cut 
association with future success in employment, higher returns on wage, and better health (Blanden et 
al. 2022); as a result, an indirect effect of food insecurity on children is to diminish the likelihood that 
they will experience better outcomes in these areas later in life due to an adverse effect on their 
education. 
 
Duflo (2001) provides evidence of one of the aforementioned effects of increases in education. Duflo 
uses an exogenous school-building initiative in Indonesia to determine the real returns to primary 
education on wages. She finds that each school built per 1000 children leads to an average increase of 
0.12-0.19 years of education and 1.5-2.7 percent increase in wages, implying economic returns to 
education ranging from 6.8-10.6 percent. While the magnitude of these results are specific to 
Indonesia, which experienced rapid GDP growth at the same time as its school-building program, the 
general relationship remains externally valid—increased access to primary school education has a 
positive effect on real wages later in life. Angrist and Krueger (1991) take advantage of compulsory 
schooling laws in the United States and instrument for increases in education with quarter of birth, as 
the interaction of these laws with birthdates creates exogenous variation in education. They find that 
increased education has a causal impact on earnings for those who are required to attend an additional 
year of secondary school, with nearly a 7.5 percent increase in later earnings for each additional year of 
education. Their research also supported the notion of “negative selection” in education, or the idea 
that students who struggle in school may actually gain more from additional education than those who 
already have the ability to succeed in school.  
 
It is because of these relationships that in many countries, students who starkly underperform relative 
to their peers in school may be faced with involuntary (retention) or voluntary grade repetition. It is 
estimated that roughly 5 percent of students in grades 1-3 in the U.S. face grade retention, and 
between 7 and 15 percent of all K-12 students have been retained at some point in their academic 
career (Tingle et al. 2012). Yet the consensus from independent researchers and educational non-profit 
organizations is clear: grade retention has strongly negative consequences for students’ future success. 
Grade retention is rated by sixth graders as the most stressful life event they could experience 
(compared to death of a parent and going blind, among others), and is linked to a host of motivational 
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and mental health issues that have serious implications on children’s psychosocial development 
(Anderson et al. 2005). Retention also has no effect on the social behaviors it is supposed to correct 
(misbehaving, acting out, social withdrawal), and instead leads to reported decreases in self-esteem and 
engagement in relationships of all kinds. Academically, retained students have worse academic 
outcomes and are less likely to complete high school than comparable students who are promoted 
(Mathys 2017). 
 
An opposite approach to helping struggling students learn material is to advance them to the next 
grade regardless of their success in their current grade. This practice of social promotion initially gained 
some favor as a reaction to the inadequacy of grade retention in addressing students’ needs. However, 
due to backlash against social promotion, and the public perception that students who were wrongly 
promoted would struggle in future grades (Lynch 2014), the federal government encouraged 
educators to find alternative methods to help struggling students. With the Clinton administration 
explicitly calling for an end to the practice in the 1990s, and the passage of the No Child Left Behind 
(NCLB) Act in 2001, social promotion fell out of favor as a remedial technique; instead, despite its 
known shortcomings, grade retention remains a more common method by which teachers hope to 
improve struggling students’ academic abilities (Peterson & Hughes 2011). 
 
The Impact of COVID-19 
 
When the COVID-19 pandemic struck the United States in early 2020, a critical concern of 
policymakers was the pandemic’s impact on food security for the millions of people who suddenly 
found themselves unemployed amidst supply chain disruptions that raised the prices of everyday 
necessities. As income and employment shocks are key drivers of a fall into food insecurity, it is 
unsurprising that during the pandemic, there were large year-over-year increases in food insecurity at 
much higher rates globally than in the years prior to COVID-19. In the U.S., increases in food 
insecurity strike various groups differently; for example, worsened food access at the beginning of the 
pandemic was partly offset by mobile grocery ordering, but this problem remained for people without 
access to reliable internet. Black, Brown, and Hispanic people were more susceptible to pandemic-
induced food insecurity in the U.S., due to higher incidence of COVID-19 among these groups, 
overall lower incomes, and pre-existing inequities in food access (O’Hara and Toussaint 2021). In 
general, poorer people—but especially women, children, migrants—experienced worsened nutrition 
and food security as a result of the pandemic than their richer counterparts (Swinnen and McDermott 
2020). 
 
Education systems and outcomes were also dramatically impacted by the shift to online learning 
necessitated by COVID-19. While this may have led to better health outcomes, at least during the early 
stages of the pandemic, a significant body of research has emerged documenting the detriments of 
online learning to educational attainment, which were both far-reaching and severe. At the onset of 
the pandemic, educators were concerned about academic, social, and financial effects for children who 
suddenly found their learning experience drastically disrupted; unfortunately, many of these 
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predictions have come true as more data surrounding the impact of the pandemic has been released. 
For students in primary and secondary school, COVID-19 was associated with worse reading and 
math scores (the 2022 release of The Nation’s Report Card in the U.S. provides particularly shocking 
information about the scope of academic regression during the pandemic), higher rates of mental 
illness, lower social engagement, and disconnection from peers (Jalongo 2021). Low-income students 
faced a unique set of challenges with regards to education during the pandemic. Online learning 
necessitates access to reliable internet and a source of both daytime childcare and home schooling 
assistance; each of these is less certain to be available to low-income families than it is for comparatively 
high-income families. For lower-income families who participate in free and reduced-price lunch 
programs,  online learning also represents an additional loss of food security through a loss of in-
person education (Ambrose 2020). 
 
The U.S. and state governments sought to address food insecurity at the onset of the pandemic, rightly 
fearing major decreases in food availability and affordability for houses impacted by COVID-19. The 
primary method by which the federal government sought to alleviate food insecurity was through an 
emergency allotment of SNAP benefits to cover the difference between the amount a household 
received and the maximum possible benefit for a household of that size. In 2021, this change was 
extended to include a temporary 15% increase in benefits for all beneficiaries. Based on national 
estimates of food insecurity, which stayed relatively stagnant throughout the pandemic annually after 
sharp increases in the months immediately following widespread quarantines in 2020, it is apparent 
that this program was successful in alleviating increases in food insecurity felt by countries around the 
world. Using a Bayesian structural time series analysis to construct counterfactual estimates of food 
insecurity for people in the United States, Bryant and Follett (2022) find that the 15% increase in 
SNAP benefits prevented 850,000 cases of food insecurity each week during the pandemic after it was 
enacted, providing convincing evidence of the program’s success. In this model, they assume that (1) 
the additional benefits did not affect the underlying food insecurity of recipients, and (2) their model 
structure is unchanged by the introduction of these benefits. The authors also perform two robustness 
checks: first, they use a local dataset detailing food pantry visits for the Des Moines network of pantries 
and find that overall numbers of visits decreased by a comparable amount during the same time period 
of their first analysis; second, they perform this same analysis with random dates pre-2019 and find 
that 20 out of 24 analyses exhibit null results, indicating that this effect was due to SNAP 
interventions. 
 
Contributions to Existing Literature 
 
Despite the proven link between food insecurity and numerous other outcomes, including educational 
attainment and quality, current literature does not focus on the specific impact that SNAP benefits 
may have on these outcomes. This paper seeks to begin filling that gap and to highlight the fact that 
these benefits may have indirect effects in other areas. Specifically, I examine the impact of an increase 
in SNAP benefits on a previously unexplored outcome, progression to the next grade. Even though 
grade progression rates increased dramatically during the pandemic, by controlling for being in the 
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post-Covid period and other variables which are known to impact a person’s educational success, I 
characterize a separate effect of the benefit increase on grade progression. My paper also examines the 
efficacy of SNAP benefits in the early stages of the COVID-19 pandemic, a time when the benefits 
were most needed; my results are thus relevant to policymakers considering similar increases in benefits 
at the beginning of a large-scale crisis. 
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IV. Data 
 
Introduction to the SIPP 
 
This paper analyzes data from the 2018-2021 Survey of Income and Program Participation 
(SIPP).  The SIPP is a longitudinal, nationally representative survey of the non-institutionalized 
civilian population administered by the U.S. Census Bureau, meant to cover individuals of all 
socioeconomic backgrounds in order to analyze the impact of various government programs, 
including SNAP. It contains comprehensive information on demographic characteristics, 
employment, education, assets and liabilities, health and well-being, and program participation for 
individuals in each panel. Each panel covers participants in four one-year interview waves, with 
reference periods that vary from time of interview to participants’ entire lives, depending on the 
question. Interviews for the 2018 panel began in 2018 and concluded in 2021, allowing for analysis of 
short-term effects of the COVID-19 pandemic.  
 
The structure of the SIPP allows for linkage between individuals into families and households, both at 
the monthly level and at the time of interview. Interviewers begin the survey by identifying a 
household reference person, who answers basic demographic questions about members of the 
household, including a detailed relationship between each household member, and provides answers 
to household-level questions. These responses are further divided into two categories where relevant: 
one which includes “Type 2 people,” who live in the residence but do not belong to the family residing 
in the household, and are therefore not directly interviewed; and one which does not include Type 2 
people. Since certain transfer programs allow benefits to be extended to these people, inclusion of 
Type 2 people can impact analysis of these programs; as such, income and poverty variables which 
include Type 2 people are used in this study. 
 
Sampling Design & Weighting 
 
The SIPP begins sampling by assigning at least one contiguous county to a primary sampling unit 
(PSU). If a single county does not have a large enough population (7,500 residents) to be considered its 
own PSU, it is combined with one or more adjacent counties until it can be. PSUs with over 100,000 
housing units are automatically included in the SIPP; smaller PSUs are stratified based on certain 
poverty measures, then chosen with a probability proportional to their size. Within PSUs, addresses 
are separated into two strata with low and high concentrations of low-income households, and the 
higher-concentration stratum is oversampled. In this way, the SIPP attempts to include enough low-
income citizens in the sample to allow for causal inference regarding these people, whereas a true 
random sample might not. 
 
The SIPP provides weights to address the sampling structure and to allow information from multiple 
panels to be combined in the same reference period. The final person weight is made up of a base 
weight (to account for the probability of being selected for a sample unit), a subsampling adjustment, 
a mover adjustment (for people who move to different households in Waves 2+), a nonresponse 
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adjustment, a cross-section adjustment (when combining data from multiple panels into one period), 
and an adjustment to account for known differences from population values. Since data from two 
distinct months is included, different weights are applied for each month to create an overall 
representative sample. 
 
To generate descriptive statistics and regression results with correct point estimates and standard 
errors, the technique of balanced repeated replication (BRR) is employed. Like other replication 
methods, BRR randomly creates subsamples of the overall sample, computes parameter estimates 
within each sample, and uses the variability between subsamples to calculate an unbiased sampling 
variance estimate for the statistic (Zinn 2016). Specifically, in each replication, one of the two PSUs 
per stratum is removed, and the sampling weight of the remaining PSU is doubled. Then, the 
subsample is constructed using the remaining PSUs from each stratum. Each replication is weighted to 
be representative of the full sample, so that individual replications are representative samples for the 
same population. Another variation of the BRR approach is Fay’s method, in which replicates are 
weighted with a less extreme value so as to create more stable and precise variance estimates (Judkins 
1990). In the SIPP, the included PSUs are weighted at an additional 50% of their original weight, and 
the excluded PSUs are weighted at 50% less than their original weight (as opposed to 
doubling/completely removing the included/excluded PSUs, respectively) (U.S. Census Bureau). 
 
Key Variables & Data Editing 
 
The primary dependent variable for this study is an indicator variable for whether a person progressed 
to the next grade in the given year. To construct this variable, I first forward-filled enrollment data for 
missing months where appropriate—if a student was unenrolled for a small period of time, it was 
typically due to them being on summer vacation or in a different turnover between grades. For 
example, a 4th grader on summer vacation from June through August would initially be coded to have 
missing enrollment data in those months; after my adjustment, they were coded to be in 4th grade 
until August. A student was considered to have progressed to the next grade in a year if their grade 
level at the beginning of the year was lower than their grade level at the end of the year. 
 
Another relevant variable for this study is a recoded food insecurity score. During the SIPP interviews, 
respondents are asked six questions related to food insecurity: (1) “The food you bought did not last?”; 
(2) “Could not afford balanced meals?”; (3) “In [reference year], did you ever cut the size of your meals 
or skip meals because there wasn’t enough money for food?”; (4) “How often did [respondent] cut the 
size of his/her meals?”; (5) “In [reference year], did you ever eat less than you felt you should because 
there wasn’t enough money to buy food?”; and (6) “In [reference year], were you ever hungry but 
didn’t eat because there wasn’t enough money for food?” Based on the number of “yes” answers to 
this question, households are classified as (1) High/marginal food secure (0-2 affirmative responses), 
(2) low food secure (3-4 affirmative responses), or (3) very low food secure (5+ affirmative responses). 
For the purposes of this analysis, a household was considered food insecure if it fell into either of the 
two latter categories.  
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The SIPP provides extensive information on program participation in many government transfer 
programs, including SNAP, Supplemental Security Income (SSI), General Assistance (GA), 
Temporary Assistance for Needy Families (TANF), and the Special Supplemental Nutrition Program 
for Women, Infants, and Children (WIC), among others. For each of these programs, coverage, 
ownership, and dollar amount of benefits received by respondents is recorded. Within a spell 
(continuous period of time) of coverage, all information is constant, except for the value of benefits 
received, which is collected at the monthly level. This allows for comparison of benefit levels at 
different points in time and across multiple spells of coverage, if multiple spells exist.  
 
Other variables include household demographics, such as race & sex of household reference person & 
respondents, household size, metropolitan status, primary language spoken at home, whether a 
member of the household served in the Armed Forces, number of children in the household, and 
number of seniors in the household. Income dynamics, such as total earned income from all members 
of the household older than 15 and household net worth, are tracked at the monthly level. A self-
reported health outcome variable is also available for all respondents. Summary statistics for each 
relevant variable are presented in the following subsection. 
 
It is important to note that certain assumptions were made in the process of creating a final dataset for 
my analysis, some of which were due to measurement error in the data. Education was topcoded at 22 
years for Ph.D. & medical school graduates, and was considered to be zero years until a person had 
completed the first grade. Education was also filled in to reflect that a person’s education could not 
decrease or become missing if it had already been defined. Finally, if a person was coded as being in the 
same grade for multiple academic years, but not as having repeated a grade in that time, they were 
considered to have progressed to the next grade over that year. Since repeating a grade is a memorable 
event, and since a person cannot logically remain in the same grade for multiple years without 
repeating a grade, I assumed this error was due to mistakes on the part of interviewers. After correcting 
these mistakes, which applied to 298 people (35.06%) in the sample, I find grade progression rates that 
are near the national average, although still slightly lower; this likely reflects that my sample is entirely 
made up of low-income students, who are less likely to advance to the next grade than their higher-
income peers (Corman 2003). 
 
Sample Creation & Treatment Assignment 
 
When evaluating the impact of a natural experiment, in which some random exogenous change 
impacts only one group or multiple groups differentially, it is not always straightforward to assign 
people to a treatment group. In this case, since the federal government universally offered the SNAP 
increase to everyone eligible for benefits who was not already receiving the maximum benefit for their 
household size, a person was considered to have received the “treatment” of increased SNAP benefits if 
they were receiving benefits below their maximum amount in March of 2020. A person in my sample 
who did not receive SNAP benefits in March of 2020, or who was receiving maximum benefits already 
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(so that they did not receive an increase in benefits) was considered to be in the control group. While 
the people in my control group are not necessarily eligible to receive benefits since program eligibility is 
not captured by the SIPP, I attempted to match the groups in my sample so that they would still be as 
similar as possible. 
 

 
 
To construct my treatment and control groups in such a way that I was confident in their similarity, I 
restricted my sample in several ways. I began with only respondents with non-missing data in 
September 2019 and December 2020, a pre- and post-SNAP-increase month (N=31,358). I then 
restricted my sample to only include those who were the correct age for a K-12 student (maximum age 
in 2020 between five and 19 years old), because educational policies were highly specific to individual 
colleges and universities (N=5040). To ensure I did not include people who had already dropped out 
or graduated from high school, I dropped any person who was unenrolled or had missing enrollment 
data in both months of the sample (N=4946), and anyone who had graduated high school by 
September 2019 (N=4770). Finally, the sample was constrained to respondents earning incomes under 
185% of the federal poverty level (FPL) for their household size. This threshold was chosen to reflect 
that many states allow people to be eligible for SNAP if their gross income is between 130% and 185% 
of the FPL, and regardless of whether a person actually receives SNAP benefits, they are fundamentally 
similar to other people who are eligible for the program. Some states use a threshold of 200% for 
determining SNAP eligibility, but because many more states set the income-to-poverty threshold at 
200% for only households with elderly or disabled residents, choosing this as the cutoff for the sample 
may have resulted in over-inclusion of households with these groups. After restricting the sample in 
this way, the final number of respondents decreased to 850 people. 
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Summary Statistics & Differences in Means 
 

 
 



 15 

 
 
Tables 2 & 3 present descriptive statistics of each variable used in this analysis, separated by treatment 
(received SNAP benefits in March 2020) and control group (did not receive SNAP benefits in March 
2020) status, and for the entire sample overall. The sample comprises 850 individuals—429 in the 
control group, 421 in the treatment group—in two periods, September 2019 and December 2020. 
Due to small changes in demographic information between groups (e.g. people changing their 
reported sex or race), the following discussion of demographic statistics focuses on the information 
given in December 2020. 
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The treatment group is slightly more female (52.3% compared to 49.9%), less white (63.2% vs. 72.5%), 
more Black (25.2% vs. 14.5%), and less Asian (1.9% vs. 5.6%) than the control group. People in both 
groups are similar ages (11.51 vs. 11.56 mean years of age for treatment and control groups, 
respectively). In terms of household head demographics, the household heads of the treatment group 
are also more female (85.3% vs. 75.3%), more Black (26.4% vs. 16.1%), and less Hispanic (37.3% vs. 
42.0%). This may be partly due to a general lower use of means-tested programs by Hispanic people 
(Bitler 2021). Parents of the two groups have nearly identical rates of high school graduation, 66.7% 
for the treatment group and 66.9% for the control group. 
 
Monthly household income is almost $1000 different between the treatment and control groups (2.12 
vs. 2.93 thousand dollars) and does not change appreciably between periods. A similar trend exists for 
household size: the control group has an average of 5.29 people in the household compared to 4.47 
people in the treatment group in December 2020, and this is roughly the same as in September 2019. 
The largest difference, both across groups and across periods, is in the proportion of people 
experiencing food insecurity at any level. In September 2019, 79.3% of the control group is full or 
marginally food secure, compared to 63.9% of the treatment group; in December 2020, food security 
for both groups increases (80.7% and 72.0%, respectively), but much more so for the treatment group. 
While not the specific focus of this paper, this could indicate the success of the SNAP benefit increase 
in alleviating food insecurity for vulnerable populations, as SNAP recipients saw a larger decrease in 
food insecurity after the policy was put into effect; the findings from Bryant & Follett (2022) 
corroborate this idea. 
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V. Methodology 
 
Theoretical Model 
 
To evaluate the effect of a natural experiment, such as the March 2020 increase in SNAP benefits for 
all recipients, I needed to overcome the issue of selection bias, the issue that arises when observations in 
data are not chosen at random for some treatment or sample. In this case, there are several theoretical 
reasons that recipients of the SNAP increase would be systematically different from non-recipients 
even in its absence. Comparing SNAP recipients to the general population, it is easy to see that the two 
groups would be different. Being eligible for SNAP requires a lower income and asset level than most 
of the U.S. population, and people with lower incomes generally have worse educational outcomes—
but even among people eligible for the program, there could be a gap between recipients and non-
recipients. Since SNAP benefits are given only to those who apply, for instance, the typical SNAP 
recipient may be more motivated to succeed or somewhat better educated than another qualifying 
person by the fact that they successfully underwent the application process. The idea that SNAP 
recipients may have better motivation than eligible non-recipients is particularly troubling for 
comparison of the two groups, since there is no way to directly control for unobservable characteristics 
like this based on observed data. Difference-in-differences (DiD) models are designed specifically to 
overcome this type of bias.  
 
To use the DiD approach, several conditions must be met. Within two groups, a treatment of some 
kind must have been administered to one group, but not to the other group; importantly, there cannot 
be any leakage, in which a member of the control group is affected by the treatment. There must be 
data on the outcome of interest for each observation in a period before and a period after the 
treatment. The most important assumption for DiD estimation, though, is that the treatment and 
control groups experience the same trend over time in the outcome of interest and would continue to 
experience this same trend even without the treatment. The existence of these parallel trends between 
groups is critical to the DiD method, because the approach hinges on the counterfactual assumption 
that in the absence of the treatment, the treatment group would have followed the same trend over 
time as the control group. If these criteria are met, then the standard DiD approach yields an unbiased 
estimate of the treatment’s impact, controlling for initial differences between the treatment and 
control group and the change in outcome for the control group over time. 
 
Since my dependent variable is at the person-year level, and the SIPP only includes data on individuals 
over a four-year period, verifying parallel trends in grade progression prior to the treatment was not 
possible. To provide some evidence that this assumption holds true for the treatment and control 
groups, I plotted monthly enrollment rates for each group from January 2019 until December 2020 
(Figure 1). From this figure, it appears that the assumption is valid: the trends follow roughly the same 
pattern until April 2020, then diverge more than in previous months. 
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While it is encouraging to see relatively parallel trends before the intervention in March of 2020, and a 
divergence in the trends afterwards, the figure could suggest other interpretations. Most importantly, 
at the same time that the SNAP benefit increase took effect, nearly every facet of society changed as 
COVID-19 spread around the U.S.; it is possible, then, that this break in trend is the result of other 
noise due to this simultaneous change. By restricting my sample in such a way that the control and 
treatment groups are as similar as possible, I hoped to address this issue, since COVID-19 would 
presumably impact the treatment and control groups similarly. However, as discussed in the previous 
section, the demographic makeups of the treatment and control group are different, so the pandemic 
could have impacted the groups differently, resulting in a violation of the parallel trends assumption. 
It is also worth noting that there are some significant increases in enrollment in multiple months over 
this period: in September of 2019, this increase is likely attributable to the start of a new school year, 
which naturally suggests an increase in enrollment rates; in April of 2020, the increase in enrollment 
reflects students beginning virtual classes after being “unenrolled” when the pandemic first struck in 
March. 
 
The below figure presents a simplified version of the rationale for the difference-in-differences 
approach. In the figure, Ydt is an observed outcome for a person in group d (T = treatment, C = 
control) at time t = {0, 1}, with t = 0 representing pre-treatment and t = 1 representing post-treatment.  
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The naive difference between the treatment group in the pre- and post-treatment periods, YT1 - YT0, does 
not account for initial differences between the treatment and control groups, which leads to biased 
estimates of the treatment’s effectiveness. By taking the difference between each group’s ending value 
and its initial value, then subtracting the control group’s difference over time from the treatment 
group’s difference over time, the DiD model accounts for this. Assuming that the control group 
provides a valid counterfactual for the treatment group, the “difference in differences” in the bottom 
right of the table will yield the average effect of the treatment on the treated (ATET). 
 
Even though the DiD approach is theoretically unbiased when the above assumptions hold true, 
adding other relevant independent variables to a model can help increase the precision of the treatment 
effect estimate. For this reason, in addition to the standard DiD indicators, I included the following 
control variables: indicators for a person having a Black, female, and/or Hispanic head of household 
(black_hoh, female_hoh, and hispanic_hoh, respectively), as well as variables for the natural logarithm 
of a person’s household size (lhhsize), monthly income in 1000s of dollars (hhinck), food insecurity 
status (food_insecure), and an indicator for whether their first listed parent graduated from high school 
(par1_hsgrad). Each of these covariates were chosen because of evidence from existing analyses of 
SNAP and known associations between them and educational attainment in general (see Section III). 
The logarithm of household size reflects that changes in household size are often non-linearly related 
to other aspects of the household, with each additional household member having a diminishing 
impact on household resources. 
 
Limited Dependent Variable Models 
 
Note: this section draws heavily from Wooldridge (2019). 
 
Analyzing a binary dependent variable necessitates making a decision between using an ordinary least 
squares linear probability model (OLS, LPM) or maximum likelihood estimation (MLE) approach. 
Each method brings with it a distinct set of advantages and disadvantages.  
 
The primary advantage of an LPM is that it is easier to interpret, since the displayed results are the 
marginal effects of each coefficient on the dependent variable. There are multiple disadvantages to 
using the LPM approach, however. Since the dependent variable is dichotomous (either taking a value 
of zero or one), its error variance is given by formula 
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Var(u) = Pit(1-Pit) 

 
where u is the idiosyncratic error term in the model, and P is a person’s predicted probability of 
progressing to the next grade in a given year. It is clear from this notation that the assumption of 
homoscedasticity must be violated in this case, because the variance changes depending on a person’s 
predicted probability of realizing the outcome. The error term can also only take on two values —since 
a person either has probability one or zero of realizing the binary outcome—so it is distributed 
binomially, rather than normally, and statistical inference is theoretically invalid. Finally, an LPM may 
predict probabilities greater than one or less than zero, because there is no assumption in OLS that the 
values fall in a particular range. 
 
Often, a better method to analyze a binary dependent variable is logistic regression. Logistic regression 
uses an MLE approach, which maximizes the likelihood of observing a set of data given a probability 
specification (in this case, the logistic curve or sigmoid function) and its parameters. A brief technical 
description of MLE and logistic regression are included in the Appendix. This method ensures that the 
predicted probabilities are between zero and one, and allows for a nonlinear trend (which is more likely 
the functional form of the outcome variable). Typically, the main disadvantage of logistic regression is 
that the results are log odds, the natural logarithm of the ratio of an outcome’s probability of being 
observed to its probability of not being observed, so the results do not have the easy interpretation of 
OLS results. There are two primary approaches to find a marginal result from logistic regression: (1) to 
take the derivative of the function with respect to each independent variable at the mean value of each 
variable, which yields the marginal effect at the average (MEA), and (2) to take the derivative of the 
function with respect to each independent variable for each observation at its observed values, then 
average the effects, which gives the average marginal effect (AME). Using the AME in this model 
provides a more clear interpretation than MEA—if using MEA, the marginal effects would be 
calculated at the sample proportion for any binary covariates, when they instead take on only values of 
zero and one. 
 
With more advantages at face value, logistic regression would seem to be the obvious choice for a 
model like the one discussed in this paper. However, using logistic regression with repeated cross-
sectional data, and for difference-in-differences estimation in general, brings with it a host of issues. A 
key assumption for logistic regression is independence of observations; when observations in a dataset 
are repeated measures of one individual, as they are in the SIPP, this assumption is violated (Stoltzfus 
2011). With regards to difference-in-differences specifically, Lechner (2011) proves that the linear 
common trends assumption cannot be valid when using a nonlinear specification, unless the group-
specific differences are zero, because the unobserved outcome term does not difference out. This is due 
to the fact that under the standard DiD assumption, the common trend between groups is additive 
(i.e. an increase in the control group’s pre-treatment outcome is assumed to correspond to the same 
absolute increase in the treatment group’s unobserved pre-treatment outcome), which is not the case 
for non-linear DiD specifications (Imbens and Athey 2006). Thus, using logistic regression for 
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difference-in-differences analysis has multiple theoretical drawbacks that invalidate standard inference 
from such a model. 
 
Fortunately, despite the shortcomings of the model, LPMs are still used in practice because its 
theoretical problems often result in small practical issues that are quickly solved, and present easily-
interpreted results. In this analysis, standard errors are robust to heteroscedasticity because the method 
of balanced repeated replication ensures variance estimates that are unbiased estimates of the 
population variance (Rao 1996). The issue of error normality, while theoretically a problem for 
hypothesis testing and statistical analysis, is practically not an issue due to the sample size of my 
dataset—with a large enough sample size, the normality of errors does not significantly impact 
standard error estimates (Schmidt 2018). Even if some predicted probabilities may be greater than one 
or less than zero, the LPM is still useful for evaluating the marginal effect of independent variables not 
at their extreme values; in this analysis, less than 8% of observations fall outside of the correct range for 
each of the models with controls, and none do for the initial model. Finally, it is worth noting that 
LPMs perform better when more of the independent variables are binary or have few values—this 
study primarily includes variables which meet this criteria. 
 
Due to the infeasibility of logistic regression with difference-in-differences, and the presence of 
solutions to common theoretical problems with the LPM in this dataset, results from the LPM are 
primarily shown and discussed. AMEs from a logistic regression are reported as a brief robustness 
check on the sign of the relevant independent variables, although the results are not discussed in detail 
because of the aforementioned issues with using logistic regression for difference-in-differences 
models. 
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VI. Results & Discussion 
 

 
 
The simple difference-in-differences table (Table 5) reveals three key pieces of information. First, being 
in the treatment group is associated with a 3.09 percentage point decrease in the likelihood that a 
person will progress to the next grade in a given year. Between 2019 and 2020, both groups see an 
increase in this likelihood. For the control group, the increase is 2.38 percentage points, and for the 
treatment group, the increase is 4.25 percentage points. Under the parallel trends assumption, the time 
trend would have been a 2.38 point increase for the treatment group as well; instead, the treatment 
group had an additional increase of 1.87 percentage points in their likelihood of progressing to the 
next grade. 
 

progressed_this_yearit = δ0treatmentit + δ1postit + δ2treatmentit*postit  + uit    (1) 
progressed_this_yearit = δ0treatmentit + δ1postit + δ2treatmentit*postit  +  Xβ + uit    (2) 

 
Results from three OLS difference-in-differences models are displayed in Table 6. Model (1) is a 
simple DiD model, with no other covariates; the regression exactly matches the difference-in-
differences table above. Model (2) includes additional covariates, represented by the vector X. The 
first iteration of model (2) includes demographic information about the household head and 
household size. The second iteration includes each of the previously mentioned covariates as well as 
non-demographic information about a person: household income (in $1000s), and indicators for their 
first parent graduating high school and food insecurity status. 
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In each model, only the indicator for being in the post-treatment period is significant, and the 
treatment effect is statistically insignificant. Adding demographic covariates does not change the sign 
or significance of these variables. The additional controls also do not alter the general results, although 
the estimates and standard errors change very slightly. Among the controls, only the indicator for a 
female head of household is significant at the 5% level. Besides this, no conclusions can be definitively 
drawn about the exact relationship between the dependent and independent variables, due to high 
standard errors on the coefficient estimates. 
 
The results indicate no statistically significant underlying difference between SNAP recipients and 
non-recipients with regards to the ability to advance to the next grade. This may be because for 
similarly low-income students, after controlling for other characteristics, there could truly be no major 
difference in their grade progression rates. However, the standard errors of the estimate result in a wide 
95% confidence interval [(-0.0737, 0.0132)], so the true effect could be as large in magnitude as a 7.37 
point decrease, or potentially even positive.  
 
The indicator for being in the post-treatment period, as expected, is significant at the 5% level in all 
models. It is unsurprising that this variable is significant, because looser regulation regarding grade 
progression at the beginning of COVID-19 resulted in higher across-the-board progression rates, 
which indiscriminately affected students in each school which changed their regulations. In the final 
model, being in the post-benefit-increase period is associated with a 2.41 percentage point increase in a 
student’s probability of progressing to the next grade, after controlling for other relevant variables 
[95% CI: (0.0045, 0.044)]. This effect is similar in each model, even without the addition of controls. 
 
The lack of a statistically significant treatment effect in each model is not surprising, and corroborated 
by existing literature. Specifically, Heflin’s findings that mitigating instability does not have a 
significant impact on a person’s material hardship are relevant: by increasing SNAP benefits, the 
federal government may have prevented a source of instability from worsening for SNAP recipients, 
but their educational attainment would not have necessarily improved as a result. Like the initial 
difference between the treatment and control group, the estimate has a large 95% confidence interval 
[(-0.0181, 0.0572)], so the true effect could be much higher or lower than the point estimate suggests. 
  
Interestingly, the only demographic control to have a significant impact on grade progression rates was 
the indicator for having a female head of household. Having a female head of household is associated 
with a 2.89 percentage point decrease [95% CI: (-0.0498, -0.0081)] in the probability of a student 
progressing to the next grade on average, ceteris paribus. While this is the expected sign of the 
coefficient, I was surprised that this was the only significant demographic control, given that existing 
literature supports a negative association between having a female, Black, or Hispanic head of 
household on educational outcomes. It could be that this association simply does not carry over to 
grade progression, rather than general educational outcomes (quantified through test scores or years of 
education); further research could explore this area. 
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The insignificance of most other coefficient estimates is consistent across each iteration of the three 
models, and was not necessarily surprising to find. Since grade progression was made much easier to 
attain through a variety of methods at the start of the COVID-19 pandemic, it makes sense that very 
little would impact grade progression rates besides individual district actions (for which I did not have 
data) and being in the post-COVID period. The high standard errors could also have been the result of 
low power in my model; this limitation is discussed in the following subsection. 
  
The point estimates of the coefficients on the control variables in each model, while not the focus of 
this analysis, generally align with the theoretical direction they should take, with some notable 
exceptions. Based on existing literature, I expected the coefficients on black_hoh, female_hoh, 
hispanic_hoh, lhhsize, and food_insecure to all be negative; hispanic_hoh and food_insecure are both 
positive. It is possible that neither of these estimates are correct, though, as the 90% confidence 
intervals for both estimates include negative numbers [90% CI: (-0.008, 0.045); (-0.014, 0.041), 
respectively]. The coefficient estimates on the other variables—par1_hsgrad and hhinck—are both 
positive, as expected; again, however, the 90% confidence intervals for each estimate range widely over 
negative and positive numbers [90% CI: (-0.022, 0.047); (-0.005, 0.004), respectively]. 
 
It is worth noting that although the point estimates for each coefficient may seem small in magnitude, 
they represent large changes in the grade progression rate. The constant in the first regression is 0.958, 
meaning that for a member of the control group in 2019, the probability of progressing to the next 
grade in that year is 95.8%. The increase from this number to the progression rate in 2020, 2.38%, 
represents a very large increase relative to the initial rate, and the same idea holds for every estimate in 
the model. While the coefficient estimates relating to the treatment are not statistically significant from 
zero, the ranges of values in the 95% confidence intervals indicate that the benefit increase could have 
had a very economically significant impact on grade progression rates for people who received it. 
 
Limitations 
 
The main limitation of my analysis is low power, or, equivalently, a high probability of falsely failing 
to reject my null hypotheses. The low power is primarily related to the low range of predicted 
probabilities from my model. Due to the laws surrounding educational participation in the United 
States, grade progression does not vary much in my sample. While this is not an issue for the 
unbiasedness or validity of the OLS model, it does mean that the predicted probabilities of individuals 
progressing to the next grade in a given year are generally high and do not vary particularly much, 
being between 0.87 and 1.04. Since the predicted probabilities are a function of the independent 
variables, this implies that there is low variation in the independent variables, which results in high 
standard errors. The fact that this range is very close to one boundary of the dependent variable (which 
only takes on values of 0 and 1) also presents issues for the power of the LPM: it indicates that the 
model does not accurately predict when people do not progress to the next grade. Moreover, the 
process of OLS fits a linear relationship between the dependent and independent variables, but this 
relationship is inherently nonlinear when the dependent variable is binary. When a person already has 
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a high probability of progressing to the next grade, the impact of other factors on this probability 
should be smaller than if the person had a lower probability of progressing; with such high predicted 
probabilities, the model may overestimate the true impact of the increase in SNAP benefits on grade 
progression. 
 
It could be possible that high multicollinearity—linear correlation between the regressors of a model—
in the independent variables may also increase the standard errors of the estimated coefficients. To test 
for multicollinearity, it is common to use a variance inflation factor (VIF), a measure of how much a 
coefficient’s variance is inflated due to collinearity. The R-squared in the VIF calculation for an 
independent variable is the R-squared of the regression of that variable on all other independent 
variables. Thus, a high R-squared (a marker of high explanatory power of regressors on a regressand) 
translates into a higher VIF, which indicates higher collinearity in that variable. Table 7 presents results 
from VIF analysis computed after the final regression. Based on these results, it is not clear that there is 
high collinearity between all independent variables. 
 

 
 
The size of my sample could also present a concern. While 1700 observations is enough to conduct 
statistical analysis, increasing this sample size would help to increase the total variation in my 
independent variables, which would in turn improve the precision of my estimates.  
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VII. Conclusion 
 
The United States offers many means-tested social services to help aid struggling members of its 
society; however, the impact of these programs on problems outside of their exact scope has not been 
extensively studied. This paper attempted to address this gap, using data from the Survey of Income 
and Program Participation to determine the impact of an exogenous increase in SNAP benefits on 
grade progression rates for recipients of the increase. Through a linear probability model difference-in-
differences approach, I find inconclusive results regarding this effect, as well as on most of the relevant 
controls I included; however, being in the post-COVID period has a statistically significant positive 
effect on grade progression, and having a female head of household has a statistically significant 
negative effect.  
 
Previous literature suggests that benefit increases may not have an impact on markers of stability, but 
rather act through a prevention of worsened instability (Heflin 2016). Assuming this is true, it makes 
sense that my results are generally inconclusive and statistically insignificant. If the increase in benefits 
only prevented grade progression rates from worsening, this would not show up as a significant effect 
in my regression. However, no definitive conclusion about the treatment effect can be drawn based on 
the lack of statistical significance. Future analyses may attempt to overcome the limitations of this 
paper to increase the precision of these estimates, potentially by using a larger sample or one that 
included more students who did not progress to the next grade. 
 
My results also corroborate the idea that, as a response to COVID-19, educators were given great 
discretion in choosing the standards for grade progression. This is likely why there were so few factors 
that impacted grade progression in my sample, and why one of the only two factors which did was the 
indicator for being in the post-COVID period. It is possible, though, that the simultaneous changes 
from COVID-19, which drastically altered nearly every aspect of U.S. society in some way, obscured 
the effect of the benefit increase on grade progression or caused some bias in my estimates. 
 
My model highlights the potential for future research in the area of educational effects of COVID-19. 
This paper focused on grade progression, a measure of education quantity, whereas education quality 
was also severely impacted by COVID-19. In the initial pandemic phase, teachers were forced into 
online learning, often with less than a month’s preparation, which could have led to drastically worse 
quality of education. Trends over time for primary school math and reading scores support this 
notion, with both sets of scores decreasing dramatically after 2020 compared to earlier years. Thus, a 
future analysis could replicate the work in this paper, but evaluating the effect of a benefit increase on 
standardized test scores or a different marker of educational success. In this way, the impact of these 
benefits on educational outcomes could be made more clear. 
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APPENDIX 
 
A. Logistic Regression and Maximum Likelihood Estimation Overview 
 
Note: this section draws heavily from Wooldridge (2019) 
 
To overcome the issues associated with the linear probability model, we assume that the probability of 
the outcome variable occurring (the response probability) is of the form 
 

                                             P(y=1 | X) = G(Χβ),       (A1) 
 
where, for a model with n observations and k independent variables plus one constant, G is an 
undetermined nonlinear function which takes on values between 0 and 1 inclusive, X is an nxk matrix 
comprising a column of ones and a column for each explanatory variable, and β is a kx1 vector of 
coefficients. For logistic regression, or logit regression, G follows the logistic distribution or sigmoid 
function 
 

                                            G(z) = exp(z)/[1+exp(z)]     (A2) 
 
Unlike in OLS regression, logit models are based on the idea of an underlying latent variable, y*. This 
variable is unobserved, and is of the form 
 

                                             y* = Xβ + e,       y=1[y*>0]      (A3) 
 
where the indicator function 1[・] equals 1 if the condition inside the brackets is true, and zero 
otherwise. The error term e is assumed to be independent of X and symmetrically distributed 
according to the standard logistic function around zero. This notation of (A4) implies that 
 

P(y = 1 | X)    =    P(y* > 0 | X)    =    P(e > –(Xβ) | X)    =  
                 =   1 – P(e ≤ –(Xβ) | X)    =    1 – G[–Xβ] = G(Xβ), (Α4) 

 
the original response probability for y.  
 
Estimation of this equation is well suited to the technique of maximum likelihood estimation (MLE). 
MLE maximizes the probability of observing a given set of data based on a particular set of parameters; 
here, these parameters are represented by β. The likelihood function for (y | X) for observation i is 
given by 
 

              f(y | Xi; β) = [G(Xiβ)]y[1 – G(Xiβ)]1-y , y ∈ [0, 1]          (A5) 
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The log-likelihood function for (y | X) for observation i is found by taking the natural log of (A5), and 
is given by 
 

                li(β) = yilog[G(Xiβ)] + (1 – yi)log[1 – G(Xiβ)]  (A6) 
 
The log-likelihood for a random sample with n observations is found by summing the individual log-
likelihoods over all n, and the maximum likelihood estimator finds the maximum of this log-
likelihood. The MLE is consistent and both asymptotically normal and asymptotically efficient.  
 
Importantly, MLE accounts for the heteroscedasticity in Var(y | Χ) since it fits the data to the 
particular distribution of (y | Χ)(in this case, the logistic distribution).  
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B. Logistic Regression AME Results 
 

 
 
The interpretation of the average marginal effects computed after logistic regression should be done 
with caution, for the reasons discussed in Section V. However, the statistical significance of each 
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variable is the same as in the OLS regression model, and the sign of the significant variables is the same, 
providing some robustness to the OLS results. 
 

C. Survey Weights for the SIPP 
 
The SIPP provides a set of replicate and probability weights in order to account for the complex 
sampling design of the survey. Many statistical softwares, including STATA, have a “survey” option 
through which these weights are automatically applied; for ease of use, the SIPP documentation 
includes the specific code for commonly used softwares. In STATA, the code is as follows: 
 
svyset [pw=WPFINWGT], brrweight(repwgt1-repwgt240) fay(.5) vce(brr) mse, 
 
where WPFINWGT is an individual’s probability weight for each month and [repwgt1, repwgt2,…, 
repwgt240] are the 240 replicate weights used for the process of balanced repeated replication. 
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D. Figures 
 
Figure D1: Benefits received from 2020 Q1 – 2022 Q2 for three typical SNAP recipients. “Maximum” 
is the maximum possible SNAP benefit for a recipient, “New Max.” is the new maximum possible 
SNAP benefit after a 15% increase at the beginning of 2021, and “Max. + $95” reflects the additional 
$95 people who were already at the maximum benefit level became eligible for in April 2021. 
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