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The search for an ideal quantum spin-liquid (QSL) material which can host a QSL

ground state as well as exotic excitations has been one of the leading research

topics in condensed matter physics over the past few decades. Out of all the

proposals to realize the physics of a QSL, the Kitaev model is the most promising

proposal with a QSL ground state. The Kitaev Hamiltonian is exactly solvable

via fractionalization of its spin degrees of freedom into Majorana excitations, and

it can be engineered in real materials. Among all the proposed Kitaev candidates,

α-Li2IrO3, Na2IrO3, Li2RhO3, and α-RuCl3 are the most promising candidates.

During my Ph.D. research I explored new physics related to Kitaev materials via

modification of the symmetry and structural properties of these known Kitaev

candidates.

First, I studied how modification of the inter-layer chemistry can alter the ther-

modynamic properties of Kitaev candidate α-Li2IrO3 via an enhancement of the

spin-orbit coupling (SOC) effect. The light, octahedrally-coordinated inter-layer

Li atoms are replaced with heavier, linearly-coordinated Ag atoms to synthesize

Ag3LiIr2O6. In addition to these structural modifications to the parent compound

α-Li2IrO3, having heavier elements between the honeycomb layers in the Ag com-

pound increased the effect of SOC in the honeycomb layers and led to a decrease

in the long-range ordering temperature in Ag3LiIr2O6 compared to its parent com-

pound.

Second, I studied the effect of local crystal distortion in the presence of a weak

SOC effect to explore a new spin-orbital state different from the Jeff = 1
2
state.



Based on theoretical predictions, the ground states of Kitaev materials can be

tuned to other exotic spin-orbital states such as an Ising spin-1/2 state. To provide

the proper conditions for a competition between the trigonal crystal distortion and

the SOC effect, I modified the crystal environment around the magnetic elements

in the parent compound Li2RhO3 via a topo-chemical method and synthesized

Ag3LiRh2O6. An increase in the strength of trigonal distortion in Ag3LiRh2O6,

in the presence of weak SOC, led to a transition from the Jeff = 1
2
ground state

(Kitaev limit) in the parent compound to an Ising spin-1/2 ground state (Ising

limit) in the product. This change in spin-orbital state resulted in a dramatic

change in magnetic behavior. Whereas Li2RhO3 shows a spin-freezing transition

at 6 K, Ag3LiRh2O6 reveals a robust long-range antiferromagnetic transition at

94 K. This is the first realization of a change of ground state between the Kitaev

and Ising limits in the same structural family.

Lastly, I studied how the crystal symmetry can be an important factor in the

physics of Kitaev materials. Honeycomb layered materials can be crystallized

in space groups C2/m, C2/c, and P6322. However, the crystal symmetry of

most Kitaev candidates is described by the C2/m space group. We successfully

synthesized a polymorph of a 3d Kitaev candidate, hexagonal Na2Co2TeO6 (P6322

space group) in space group C2/m. The change in crystal symmetry of this

cobalt tellurate replaced three anti-ferromagnetic (AFM) orders at 27, 15, 7 K

in the hexagonal polymorph by a single AFM peak at 9.6 K in the monoclinic

Na2Co2TeO6.
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CHAPTER I

Introduction

Magnetic frustration can create exotic properties in quantum materials. This

frustration is the product of magnetic competition between different interactions.

A specific example of magnetic fluctuations in a quantum material is the quantum

spin-liquid (QSL) phase, a state in which there is no ultimate resolution between

the different interactions, even down to zero temperature. The QSL phase is one

of the most sought-after quantum phases in condensed matter physics [1–5]. The

presence of significant magnetic frustration leads to a large number of degenerate

ground states which creates a long-range entanglement in the system. A highly

degenerate ground state is the main criteria of a QSL phase and is one in which

the spins are free to be oriented along many different directions at the same time,

essentially forming in a coherent manner similar to a liquid [3–5]. The physics

of the QSL phase has been heavily investigated in different classes of quantum

materials due to their potential to host exotic excitations which can form the

basis for topological quantum computation [6, 7].

The first studies to search for a QSL candidate started on a geometrically

frustrated spin-1/2 system: a triangular lattice in the presence of AFM interac-

tions. The original prediction for the ground-state of an AFM triangular model

was based on the resonating valence-bond (RVB) states which refer to the super-
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position of spin-singlet dimer configurations [8]. Although the ground state of the

classical Heisenberg Hamiltonian for a triangular lattice is a 120◦ Néel state (with

three sub-lattices); the combination of geometrical frustration and strong enough

quantum fluctuations can lead to a breaking of the conventional classical ground

state to form a QSL state [9, 10]. A few promising examples of QSL candidates

with spin-1/2 configuration on a triangular lattice are κ-(BEDT-TTF)2Cu2(CN)3,

EtMe3Sb[(Pd(dmit)2)]2, and NaYbO2 [11–14].

The search for a QSL phase in geometrically frustrated systems was not limited

only to triangular lattice structures. The so-called kagome lattice is another geo-

metrically frustrated system that can potentially host a QSL phase. The ground

state of the classical Heisenberg Hamiltonian for a kagome lattice is opposite to

what is observed for a triangular lattice is highly degenerated. A spin-1/2 config-

uration AFM system on a kagome lattice is one of the potential candidates for a

U(1) QSL state [5, 10, 15] and makes this lattice structure a strong candidate to

search for a QSL phase. Some of the promising kagome and hyperkagome structure

QSL candidates are ZnCu3(OH)6Cl6 and Na4Ir3O8 [16–19].

Investigations for a QSL phase in a geometrically frustrated system rely on a

combination of quantum and geometric frustration to create a QSL state; how-

ever, designing a solvable Hamiltonian with a QSL ground state is a more powerful

method to engineer QSL materials. Nearly two decades ago, Alexei Kitaev pro-

posed a model for spin-1/2 particles with bond-directional Ising interactions on a

two-dimensional honeycomb lattice which had the potential to host a QSL ground

state [20]. The Kitaev model is especially appealing because the Hamiltonian for

this model is exactly solvable, its ground-state hosts a QSL phase, and it can be

engineered in real materials. This work initiated numerous investigations to design

and synthesize materials that would physically realize the Kitaev Hamiltonian [20–

22]. My Ph.D. research was mainly focused on studying the thermodynamic prop-
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Figure 1.1: The Kitaev model on a honeycomb lattice. The spins are located
on the vertices of each hexagon. This model is highly anisotropic and the bond-
directional Ising interactions for NN interactions along the x, y, or z directions
are presented in green, blue, and red, respectively. Superposition of different spin
configurations (with two examples) for the ground-state are presented on the right.

erties of Kitaev materials and tuning the low-energy physics of the known Kitaev

candidates towards QSL phase.

1.1 Kitaev Model

The Kitaev model is defined on a two-dimensional honeycomb lattice. The

spin-1/2 particles are located on the vertices of each hexagon. Only the NN

spin-spin interactions are considered in this model. These interactions are bond-

dependent Ising interactions which means each spin can only be aligned with its

NN along the x, y, or z directions, Fig. 1.1. These bond-directional interactions

lead to a strong anisotropy which is the main ingredient for the frustration in this

model. Different from what is discussed in the geometrically frustrated systems,

the interactions here are ferromagnetic (FM)-type Ising interactions, rather than

AFM-type Heisenberg interactions. The Hamiltonian for this model is:

H =
∑
<i,j>

−KxSxi S
x
j −KySyi S

y
j −KzSzi S

z
j =

∑
<i,j>

−KγSγi S
γ
j (1.1)

where < i, j > refers to all the possible NN spin-spin interactions and Kx, Ky,

and Kz are the coupling constant coefficients [20, 23, 24]. Based on the Kitaev
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Hamiltonian, spins can only be aligned with their NN 1/3 of the time (and add

to the energy of the system) which leads to an infinite number of spin configu-

rations that all can satisfy the Kitaev Hamiltonian for its ground-state energy in

the thermodynamic limit, Fig. 1.1. The superposition of all these possible spin

configurations generates a highly degenerate ground state for this model where the

system can tunnel between any of these spin configurations and create a coherent

liquid phase.

Each hexagon creates a plaquette or flux operator (WP ) which is defined by

the product of six spin operators (Pauli matrices) for each bond on the hexagon.

The WP operators commute with the Hamiltonian which suggests they can have

simultaneous eigenstates. However, if we have N number of spins in the honey-

comb lattice, the Hilbert space dimension for the Kitaev Hamiltonian will be 2N .

Meanwhile, the number of WP operators for the associated model is half of the

degrees of freedom (N/2) and makes the Hilbert space dimension for the flux op-

erators 2N/2. Thus, using the plaquette operators, one cannot completely solve

the Kitaev Hamiltonian [5, 22].

The solution for the Kitaev Hamiltonian is instead obtained via fractionaliza-

tion of the spin degree of freedom (Sγi ) into four types of Majorana fermions: three

localized and one itinerant ({bxi, byi, bzi, ci}) where Sγi = i
2
bγi ci.

H =
−1

4

∑
<i,j>

Kγbγi b
γ
j cicj =

uij=b
γ
i b

γ
j

−1

4

∑
<i,j>

Kγuijcicj (1.2)

Here the Hamiltonian is presented in Majorana fermion form which contains two

important parts: the flux (uij) and mater (ci) parts. For the ground state, all the

uij operators are equal and the system is in a flux-free state thus mater fermions

(ci) are free to move throughout the honeycomb lattice. One of the most interesting

aspects of this theoretical model is when a small perturbation creates a protected
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gap where the model can host anyonic excitations with non-abelian statistics [23,

24]. For a more detailed discussion of the Kitaev model the following references

are suggested [20, 24–26].

1.2 Kitaev Materials

Engineering the Kitaev model in real quantum materials has become one of

the greatest interests in condensed matter physics. Finding suitable candidates

requires a clear understanding of the important features of the Kitaev model from

an experimental point of view. The main features to implement in a Kitaev can-

didate are as follows: a honeycomb structure, a spin-1/2 configuration, and a high

degree of anisotropy. Mott insulators in the presence of a strong repulsive Coulomb

energy can be treated as spin-only systems which make them desirable candidates

to search for Kitaev physics [21, 24, 27]. Mott insulators are a class of materials

that, based on the conventional band theory of solids, are expected to behave

like a metal, yet they show insulating behavior specifically in the low temperature

regime. Among the Mott insulators, those comprised of transition metals with a

partially filled d orbital are of the most interest as potential candidate materials

to host Kitaev interactions.

The d orbitals have five degenerate energy levels. However, in an actual ma-

terial the transition metal finds itself in a specific crystal field structure that has

a specific geometry with lower symmetry than the spherical symmetry of the d

orbitals. The electric field created by the crystal environment will thus partially

lift the degeneracy of the d orbitals. This effect, known as crystal electric field

(CEF) splitting or the Jahn-Teller effect, splits the five-fold degenerate d-orbitals

into triply degenerate t2g levels and doubly degenerate eg levels. For 4d and 5d

transition metals such as Ir, Os, Rh, and Ru where the effect of SOC is very strong

(SOC ∝ Z2 where Z is atomic number), the degeneracy of the t2g levels is further
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Figure 1.2: (a) Ir4+, Rh4+, and Ru3+ each has five electrons in the d orbital. The
effect of crystal electric field (CEF) from the environment around these elements
splits the five degenerate d levels into doubly degenerate eg and triply degenerate
t2g levels. Finally, the effect of SOC lifts the degeneracy of the t2g levels and
splits it into Jeff = 1

2
and Jeff = 3

2
spin-orbital states. For the case of Ir4+, Rh4+,

and Ru3+, only one single electron remains in the Jeff = 1
2
state and creates the

spin-1/2 configuration required for the Kitaev model. (b) For the case of Co2+

and Ni3+, the main differences are weaker CEF (more localized case) and SOC
(smaller atomic number) effects and active electrons in the eg levels. Weaker CEF
and SOC effects bring the t2g and eg levels closer.
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reduced and they are split into Jeff = 1
2
and Jeff = 3

2
spin-orbital states, Fig. 1.2(a).

Specifically for Ir4+, Rh4+, and Ru3+, which have only five electrons in their d or-

bitals, the combination of CEF and SOC leads to a single electron (or equivalent

to that a single hole) in their Jeff = 1
2
states, and its low energy physics can there-

fore be described by a spin-orbit Kramers doublet state [21]. Having a spin-1/2

system is one of the main criteria for the Kitaev model, which can be achieved via

Ir4+, Rh4+, and Ru3+ transition metals in a Mott insulating compound [21, 23,

28, 29].

The presence of a strong SOC effect can fulfill two essential criteria for the

Kitaev model: providing a pseudospin-1/2 (Jeff = 1
2
) spin-orbital state as dis-

cussed above, and the creation of anisotropy and bond-dependent interactions [23,

29]. Therefore, the 4d and 5d transition-metal honeycomb structures are better

candidates for the QSL phase compared to the 3d transition-metals due to hav-

ing a stronger SOC effect. The 3d transition-metals are lighter elements and

they are more localized thus both CEF and SOC effects are weaker for this fam-

ily. However, recent theoretical studies have suggested that the two criteria of

anisotropic exchange interactions and a pseudospin-1/2 state can also be realized

in 3d7 transition-metals such as Co2+ and Ni3+ ions. These ions possess a high-spin

electron configuration (t52ge
2
g), S = 3/2 and L = 1, and octahedral CEF splitting

that can also form a pseudospin-1/2 Kramers doublet state, Fig. 1.2(b). In this

case, in addition to the single electron in the Jeff = 1
2
states, the eg levels are

also not quenched. For the 3d transition-metals, the effect of CEF and SOC are

weaker which leads to a proximity of the t2g and eg levels; therefore in addition

to NN t2g interactions, t2g-eg and eg-eg hopping interactions are also present. The

Hund’s coupling influences the interactions between the Jeff = 1
2
and eg electrons

and forms ferromagnetic interactions which are in favor of Kitaev interactions [24].

Thus, the 3d7 Co2+/Ni3+ honeycomb layered materials are equally as likely as 4d5
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and 5d5 transition-metal honeycomb materials to host a QSL phase [30–32].

The transition metals in a honeycomb structure are located within an octa-

hedral environment. The NN transition metals through the shared ligands can

form a 90◦ bond (edge-shared octahedra) or 180◦ bond (corner-shared octahedra).

For Kitaev physics, the edge-shared octaherda are more suitable. The hopping

or charge transfer between two NN t2g orbitals happens through shared ligands.

For the edge-shared octahedra, the hopping interactions between dxz and dyx of

adjacent transition metals is through pz orbitals of the shared ligands. The only

possible hopping paths are via the only two shared ligands between NN transition

metals and for the ideal 90◦ connection between M-L-M (M and L are transition

metal and ligand), the two paths cancel the Heisenberg interactions and the only

remaining interactions are Kitaev terms [21, 24].

The above discussion is mainly for the ideal octahedral environment around the

transition metals; however, it is not realistic to ignore the effect of local distortion

in the octahedral environment of the transition metals. Any local distortion in the

crystal field environment of a transition metal can heavily change the low energy

physics of the system. The lattice distortion can reduce the degeneracy of the t2g

levels and change the spin-orbital state from the Jeff = 1
2
or Kramers doublet state

to a different state. A change in the spin-orbital state directly alters the nature

of the magnetic interactions in the material. It is important to note that the

energy scale of this so-called trigonal distortion should be large enough to compete

with the SOC, otherwise its effect can be negligible. The trigonal distortion can

manifest in the form of an elongation (∆ < 0) or compression (∆ > 0) of the

ideal octahedron [24]. Trigonal elongation stretches the ideal octahedron along

its polar ligands. This local distortion can lift the degeneracy of the t2g levels

and split them into a1g (higher energy) and doubly degenerate e′g (lower energy)

levels. Then, the SOC effect completely removes the degeneracy of the doubly
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degenerate e′g levels. In the trigonal elongation case, the NN interactions from

the pure Kitaev interaction limit change toward the Heisenberg interaction limit.

Opposite to the elongation case, trigonal compression (∆ > 0) splits the t2g levels

into a1g (lower energy) and doubly degenerate e′g (higher energy) levels. These local

alterations change the NN interactions toward Heisenberg-Ising interactions [24].

For 5d transition metals such as Ir, the overwhelming effect of SOC retains the

spin-orbital Jeff = 1
2
state even in the presence of trigonal distortion; however, the

trigonal distortion has more chance to compete with the SOC effect for the 4d and

3d transition metals [33].

1.3 Kitaev Candidates

The prime Kitaev candidates are α-Li2IrO3, Na2IrO3, Li2RhO3, and α-RuCl3 [34–

42]. In the case of oxides, the transition metal form an octahedral environment

with O atoms. Then, these octahedrally coordinated transition metals form edge-

shared connections with their adjacent transition metals and create honeycomb

networks. At the center of each hexagon, an alkali atom (Li/Na) is located. Fi-

nally, these honeycomb structured layers are connected via octahedrally coordi-

nated inter-layer alkali atoms. For α-RuCl3, everything follows similarly with two

main differences: first, there are no atoms at the center of the honeycomb networks

of octahedrally coordinated Ru atoms and second, the connections between the

layers are van der Waals (no inter-layer atoms). The oxidation state of all these

magnetic elements in these honeycomb structured compounds are exactly what is

required for creation of a spin-orbital Kramers doublet state. The edge-shared oc-

taherally coordinated magnetic elements in α-Li2IrO3, Na2IrO3, Li2RhO3, and α-

RuCl3 make 93.66◦, 99.2◦ (± 0.2), 93.98◦, and 92.59◦ bond angles, respectively [33,

43–48]. In all these compounds, the bond angle deviates from the ideal 90◦ bond

condition which is required to retain only the Kitaev interactions. In addition to
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bond angle deviation from the ideal 90◦, the octahedral environment around the

magnetic element undergoes a local distortion. The trigonal distortion strength in

each compound can be estimated via bond-angle variance calculation (σ) [49]. The

calculated σ for α-Li2IrO3, Na2IrO3, Li2RhO3, and α-RuCl3 are 3.46
◦, 5.79◦, 3.1◦,

and 2.16◦ , respectively [33, 43–48]. The combination of deviation of the bond

angle connection from 90◦ and trigonal distortion suggests all these materials host

other magnetic interactions in addition to the Kitaev interactions.

For an ideal Kitaev system, the candidate material is not expected to show

any signs of long-range magnetic ordering down to zero temperature due to strong

magnetic frustration in the system. However, when we study the magnetic prop-

erties of these prime Kitaev candidates all are magnetically ordered at low tem-

perature. The long-range order for α-Li2IrO3 and Na2IrO3 sets in at 15 K, for

Li2RhO3 it is ∼ 6 K, and α-RuCl3 orders at 7 K [33, 36, 38, 40]. From the

paramagnetic region of the magnetic susceptibility data, where the inverse of the

magnetic susceptibility shows a linear behavior, the Curie-Weiss (CW) equation

can be fitted to the data to extract important information such as the expected

ordering temperature or the strength of interactions (ΘCW) and effective moments

(information about the spin-orbital state) in a material. Table 1.1 summarizes

the effective moment (µeff ), the CW temperature (ΘCW ), ordering temperature

(Tc), and the type of magnetic order for these Kitaev candidates. By comparing

the ΘCW and Tc, we observe that a strong magnetic frustration is present in these

compounds which suppresses the ordering temperature by an order of magnitude.

However, this magnetic frustration is not strong enough to suppress the long-range

order all the way to zero temperature. Different experimental work and theoret-

ical calculations support the proximity of these prime Kitaev candidates to the

Kitaev limit [23, 35, 36, 39, 42, 50–54]; therefore, developing new techniques for

a structural modification of these materials and acquiring a deeper understanding
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Table 1.1: The summary of the thermodynamic properties of the prime Kitaev
candidates. The space group for all these compounds is C2/m.

Material µeff (µB) ΘCW (K) Tc (K) Magnetic Type Ref.
α-Li2IrO3 1.8 −105 TN = 15 Incomm. Spiral [34, 36]
Na2IrO3 1.9 −123 TN = 15 Zig-zag [35, 36, 55]
Li2RuO3 2.2 −44 Tg = 6 Spin-glass [40, 41, 56, 57]
α-RuCl3 2.0(ab) +68(ab) TN = 7 Zig-zag [48, 53, 58]

2.3(c) −145(c)

about the relationship between the structural and magnetic properties of these

compounds will help to explore the new physics related to the Kitaev materials as

well as establish a clear method to design an ideal Kitaev candidate.

In chapter III, I explain how structural modification of the inter-layer chemistry

of the parent compound α-Li2IrO3 changes the thermodynamic properties of the

product compound Ag3LiIr2O6. Using a topo-chemical synthesis method helps

keep the honeycomb layers similar, while the inter-layer octahedral coordination

in α-Li2IrO3 is replaced by a linear inter-layer coordination in Ag3LiIr2O6. The

replacement of inter-layer Li atoms with Ag atoms increases the SOC effect in the

honeycomb layers and lowers the long-range ordering temperature in the exchange

system and puts this honeycomb iridate compound closer to the Kitaev limit

compared to its parent compound [44, 59–61].

The low energy physics of all prime Kitaev candidates is described by the

Jeff = 1
2
state that drives Kitaev interactions. Despite all the theoretical proposals

for a diverse global phase diagram for the physics related to the Kitaev materials,

the Kitaev candidates thus far are all in the Jeff = 1
2
limit [21, 23, 62]. In chapter V,

I explain how by only tuning the competition between the spin-orbit interaction

and the trigonal crystal field splitting we restructure the spin-orbital wave function

into a novel µ = 1
2
state that drives Ising interactions. This is done via a topo-

chemical reaction that converts Li2RhO3 to Ag3LiRh2O6, leading to an enhanced

trigonal distortion and a diminished spin-orbit coupling in the latter compound.
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The change of ground state is accompanied by a dramatic change of magnetism

from a 6 K spin-glass in Li2RhO3 to a 94 K AFM in Ag3LiRh2O6 which is one order

of magnitude larger than all the studied Kitaev candidates. This experimental

work is the first demonstration of tuning between the Kitaev and Ising limits in

the same family of materials [33].

Although the topo-chemical synthesis method is a powerful technique to modify

the low energy physics of Kitaev candidates, it can also increase the structural dis-

orders such as stacking faults, in some cases unwanted rows of atoms, and change

in the oxidation state of the magnetic elements in the honeycomb networks [55,

63]. In chapter IV, I present a comparative study of the magnetic susceptibility,

heat capacity, and muon spin relaxation (µSR) between two different quality sam-

ples of Ag3LiIr2O6, one high quality and one disordered. In the disordered sample,

the absence of a peak in either susceptibility or heat capacity and the lack of zero

field muon precession in the µSR signal gives the impression of proximity to a QSL

state. However, in the clean sample, peaks are resolved in both susceptibility and

heat capacity, and spontaneous oscillations appear in the µSR signal, confirming

long-range antiferromagnetic order in the ground state. In this chapter I explain

the importance of sample quality in the interpretation of experimental results for

the physics related to Kitaev candidates [44, 64]. In chapter VII, I will provide an

example of significant change in the oxidation state of magnetic elements in the

honeycomb layers as a result of replacing intra-layer and inter-layer Li atoms in the

parent compound, Li2RhO3 with the Cu atoms in product compound, Cu2RhO3.

As discussed above, recent theoretical studies on the 3d transition-metal hon-

eycomb systems have suggested that the high-spin configuration 3d7 ions, when

formed in a honeycomb structure, can potentially create Kitaev candidate ma-

terials in the limit of weak SOC [30–32]. One such material which has recently

attracted a lot of attention as a Kitaev magnet is Na2Co2TeO6. This honeycomb
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compound crystallizes in space group P6322 and shows three AFM ordering tem-

peratures at 27, 15, and 7 K [65–69]. In chapter VI, I report our findings of a

new polymorph of Na2Co2TeO6 which is crystallized in the C2/m structure more

commonly found among the Kitaev materials. The change in crystal symmetry of

the cobalt tellurate compound replaces the three transition temperatures of hexag-

onal Na2Co2TeO6 by a single AFM transition at TN = 9.6 K in the monoclinic

polymorph.
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CHAPTER II

Methodology

2.1 Material Synthesis

The first-generation of Kitaev spin-liquid candidates such as α-Li2IrO3, Na2IrO3,

Li2RhO3, and α-RuCl3 were synthesized under high-temperature conditions via a

solid-state method [34, 36, 38, 57]. Unfortunately, all these layered materials

are magnetically ordered and do not satisfy all the required criteria for an ideal

candidate. Attempts to find a new Kitaev material beyond the first-generation

candidates led to the introduction of a second generation of Kitaev materials.

The magnetic properties of the first-generation Kitaev materials are tuned via

a topo-chemical exchange reaction under mild conditions thus synthesizing the

second-generation Kitaev compounds. In the topo-chemical exchange reaction,

the inter-layer alkali metals (partial exchange reaction), and sometimes the intra-

layer alkali metals (complete exchange reaction), are replaced by Cu, Ag, and H

atoms. This synthesis method is performed under mild conditions to avoid any

significant changes in the honeycomb structure of the parent compound and to

try and keep the honeycomb networks as intact as possible. The quality of these

layered honeycomb candidates directly affects the thermodynamic properties of

the studied compounds; therefore, synthesizing high-quality samples is necessary

for an investigation of these Kitaev candidate materials.
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Honeycomb layered materials, α-Li2IrO3, Na2IrO3, and Li2RhO3 are three-

dimensional layered systems where the honeycomb networks of Ir/Rh with an oc-

cupied center of alkali metals (Li/Na) are connected via octahedrally coordinated

alkali metals (Li/Na). In the topo-chemical synthesis method, the octahedrally

coordinated inter-layer atoms are replaced via linearly coordinated Cu, Ag, or H

atoms. Both first- and second-generation Kitaev materials are layered; thus, they

are prone to having more stacking fault disorder, which is the main reason why sev-

eral steps of annealing are required in their preparation. A higher quality parent

compound will help to increase the quality of the synthesized second-generation

compound, reduce the amount of stacking fault disorder, prevent rows of unwanted

atoms in the honeycomb layers, and reveal the thermodynamic properties of the

studied systems more accurately.

During my Ph.D. research, I synthesized different first-generation Kitaev ma-

terials as precursors, such as polycrystalline and single crystal specimens of α-

Li2IrO3, Na2IrO3, and Li2RhO3 in a simliar manner to the previous reports [35,

36, 52, 70]. I also was able to synthesize the second-generation Kitaev magnets

such as polycrystalline samples of Ag3LiIr2O6, Ag3LiRh2O6, Cu2RhO3, and poly-

crystalline and single crystal specimens of H3LiIr2O6 [33, 44, 59, 64, 70–72]. In this

chapter, I will explain the different steps required to synthesize these materials.

2.1.1 Solid-State Method

The first-generation Kitaev magnets are prepared via a conventional solid-state

reaction at high temperatures (T ≥ 700 K) in air, under vacuum, or under the

flow of O/Ar gas [34, 36, 57]. To improve the sample quality and remove stacking

faults, it is necessary to perform successive stages of grinding and heating.

• Polycrystalline sample of α-Li2IrO3: A mixture of Li2CO3 and IrO2 is

well-ground and mixed together. The prepared mixture is pressed into a
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Figure 2.1: PXRD patterns of high-quality samples of α-Li2IrO3 (a), Na2IrO3 (b),
and Li2RhO3 (c), respectively. The inset for each panel magnifies the honeycomb
ordering peaks.
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very loose pressed pellet. The synthesis for α-Li2IrO3 is done in air, but to

avoid losing Li2CO3 (carbonates are very volatile) the furnace is set to start

at 150 ◦C. The pressed pellet is placed in an alumina (Al2O3) crucible with

a lid in a furnace. The sample is heated to 900 ◦C for 16 h and quenched

at 600 ◦C to avoid unwanted phases. This procedure needs to be repeated

several times and heated to 900 ◦C + x × 25 ◦C where x is the number

of steps. In order to have a high-quality sample, I repeated the annealing

steps until the x-ray pattern showed very sharp and well-separated peaks,

especially the Bragg peaks in the range of 20◦ to 30◦, which give information

about the quality of the honeycomb structure in the compound, Fig. 2.1(a).

• Polycrystalline sample of Na2IrO3: The synthesis process for Na2IrO3

is done in air via a solid-state reaction. A mixture of Na2CO3 and IrO2 is

well-ground and mixed together. The loose powder is placed in an alumina

crucible and placed into a furnace set to 150 ◦C to prevent evaporation of

carbonate. The sample is heated to 850 ◦C for 48 hours, then quenched

at 600 ◦C. The reheating process needs to be done at 900 ◦C for 24 hours

as well. Based on the quality of the honeycomb peaks (peaks in the range

of 20◦ to 28◦), it can be decided whether to repeat the process again or

not, Fig. 2.1(b). The annealing process for Na2IrO3 is shorter compared to

α-Li2IrO3.

• Polycrystalline sample of Li2RhO3: The solid-state reaction for Li2RhO3

needs to be done under the flow of O gas to create the honeycomb phase.

Without the flow of O, the product compound will be crystallized in the

delafossite form. A mixture of Li2CO3 and Rh2O3 is well-mixed together

and loose powder is placed in an alumina boat in a tube furnace (the boat

is placed at the center of the tube furnace). The O gas should be run for
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Figure 2.2: Synthesis of the second-generation Kitaev magnets from the first-
generation materials through (a) partial and (b) complete exchange reactions.
Both generations have honeycomb layers. The topo-chemical change of inter-layer
coordination from octahedral to linear modifies the intra-layer M-O-M bond angles
due to the change of oxygen positions.

a couple of minutes, then the sample is heated to 850 ◦C for 24 hours, and

quenched at 600 ◦C. The flow of O gas will help synthesize a high-quality

sample in only one round. An x-ray pattern of a high quality sample of

Li2RhO3 is shown in Figure 2.1(c).

Note: all these honeycomb Kitaev materials are sensitive to humidity and perform-

ing any synthesis steps on a humid day causes impurities in the samples where

the impurity phase is mostly the transition-metal oxide starting compound (IrO2

or Rh2O3).
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2.1.2 Topo-tactic Exchange Reaction

The second-generation Kitaev magnets are metastable compounds, i.e., they

have a higher enthalpy of formation and a lower decomposition threshold compared

to their stable counterparts [73]. Thus, it is impossible to synthesize them with

conventional solid-state methods at high temperatures. Instead, they are stabilized

through topo-chemical reactions from the first-generation compounds under mild

conditions. As shown schematically in Figure 2.2 the global symmetries of the unit

cell do not change during a topo-chemical reaction. The space group remains the

same between parent compound and exchange material. However, local parame-

ters such as bond lengths, bond angles, and inter-layer coordination, are modified

efficiently. The inter-layer connections are mostly in an octahedral coordination

in the parent compound (stronger connections), and are replaced by a linear or

dumbbell coordination (weaker connections) in the exchange systems. The change

in the inter-layer coordination modifies the O positions in the honeycomb layers

and increases the trigonal distortion in the octahedral environment around the

magnetic elements in the honeycomb networks. These structural changes are the

bases to tune the magnetic properties of the first-generation Kitaev materials.

Topotactic exchange reactions can be either partial (Fig. 2.2(a)) or complete

(Fig. 2.2(b)). The most general formulation of a partial exchange reaction is

2A2MO3 + 3BX → B3AM2O6 + 3AX (2.1)

where the inter-layer A-atoms (typically Li or Na) in a stable honeycomb structure

A2MO3 are exchanged with the B-atoms (typically Cu, Ag, and H) from a halide

or nitrate salt BX.

In a complete topotactic exchange reaction, all A-atoms within and between

the layers are replaced by the B-atoms.
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A2MO3 + 2BX → B2MO3 + 2AX (2.2)

A complete exchange reaction is much less likely to happen.

During my Ph.D. research, I was able to successfully synthesize several second-

generation Kitaev materials such as Ag3LiIr2O6, Ag3LiSn2O6, Ag3LiRh2O6, H3LiIr2O6

(polycrystalline and single crystal specimens), and a complete exchange system

Cu2RhO3. Here is a general synthesis approach to synthesize these exchange ma-

terials.

• Cu Exchange: The Cu exchange reaction is the only reaction that cre-

ates a completely exchanged material from the first-generation compounds.

CuCl and CuI are used as starting Cu1+ materials for the exchange reac-

tion. CuCl works nicely for most of the Cu-exchange reactions, while in the

case of Cu3NaSn2O6, only CuI works [63]. For a Cu exchange reaction, a

pressed pellet comprised of a mixture of the first-generation Kitaev magent

and CuCl/CuI is sealed under vacuum in a quartz tube heated under mild

conditions (T ≤ 350 ◦C). After the reaction, the product compound needs to

be washed to remove any excess of the starting materials (CuCl or CuI) with

ammonium hydroxide (NH4OH, 28%). To remove any residual salt products

(combination of Alkeli atoms and Cl/I atoms) after the reaction, the sample

should be washed with deionized water. After washing the sample, it can be

dried at room temperature under vacuum [55, 63].

• Ag Exchange: There is no example of complete exchange reactions for

Ag-exchange materials. The starting material for the Ag-exchange reaction

is AgNO3. One of the main challenges for the Ag-exchange reaction is de-

composition of AgNO3 during the heating process. For the Ag-exchange

reaction, a pressed pellet comprised of a mixture of the parent compound

and AgNO3 is sealed under a small amount of Ar pressure. After the re-
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Figure 2.3: Single crystals of α-Li2IrO3 (left) and H3LiIr2O6 (right).

action, the sample needs to be washed with deionized water to remove the

residual nitrates. The Ag-exchange is prone to have Ag impurities after the

reaction, that is why it is important to perform this synthesis under a mild

condition (T ≤ 350 ◦C and slow rate). All the Ag-exchange materials are

sensitive to any source of halides and they should be restored in an inert

environment [44, 70].

• H Exchange: H3LiIr2O6 is the only successful example of H-exchange re-

action. The H-exchange reaction is done with a strong sulfuric acid un-

der mild conditions (T ≤ 120 ◦C) [64, 72, 74]. One of the challenges for

the H-exchange reaction is not having precise control over the number of

H atoms between the layers, which can change the oxidation state of the

magnetic element in the honeycomb layers to a non-magnetic version. H

atoms are very light and mobile; therefore, the inter-layer connections be-

tween honeycomb layers are even weaker in these systems compared to the

other second-generation compounds [64], leading to several stacking disor-

ders [72]. Figure 2.3 shows single crystals of α-Li2IrO3 (left) and single

crystals of H3LiIr2O6 (right). H3LiIr2O6 displays a purple color.
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2.2 X-Ray Diffraction

One of the most essential techniques for material characterization is x-ray

diffraction. X-ray diffraction scans provide several important pieces of informa-

tion such as the quality of the sample, different phase impurities, and, most im-

portantly, experimental data required for crystallographic analysis. During my

Ph.D., I worked primarily with a powder x-ray diffraction (PXRD) instrument,

the Bruker D8 ECO instrument equipped with a copper x-ray source (Cu Kα), a

nickel filter to absorb the Kβ radiation, and two 2.5◦ Soller slits after the source

and before the LYNXEYE XE 1D energy-dispersive detector.

The x-ray wavelengths for material characterization purposes are between 0.5

to 2.5 Å, the same order of magnitude as the inter-atomic distances in materials.

There are two common x-ray sources for which the conventional sources used in

laboratories are x-ray tubes. The x-ray tubes consist of an anode coupled with

a cathode sealed inside a metal/ceramic container under high vacuum [75]. The

input power of our x-ray tube is 1000 W (40 KV and 25 mA) to electronically

heat the cathode filament (typically tungsten) and emit high energy electrons

towards the anode. The anode material for our x-ray tube is Cu metal, which is

hit by the high-energy electrons and creates x-rays. The heat produced during

this process cannot be dissipated by the x-ray tube; thus, chiller water is required

to constantly cool down the anode material. During the x-ray creation, some

of the high-energy electrons unexpectedly decelerate and produce a continuous

background called the white line. Each x-ray spectrum has three characteristic

wavelengths: Kα1 , Kα2 , and Kβ, which for a Cu source are 1.54059, 1.54441, and

1.39225 Å, respectively. The transitions from the L to the K shell create the

Kα wavelengths, and the transition from the M to the K shell produces the Kβ

wavelength. More specifically for the Kα wavelengths, transitions from 2p1/2 to

1s1/2 and 2p3/2 to 1s1/2 correspond to Kα1 and Kα2 , respectively. The intensity of
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Figure 2.4: Powder x-ray diffraction (PXRD) instrument with Bragg-Brentano
geometry.

Kα1 is twice larger than that of Kα2 and the intensity of the Kα wavelengths are

five times larger than Kβ [75]. The Kβ wavelength can be filtered out, and for a

Cu source x-ray tube a Ni filter is used to completely absorb the Kβ line [75].

To perform a x-ray diffraction measurement on a synthesized material, the

polycrystalline or single crystal specimen needs to be well-ground and prepared

in a very fine powder form. The next step is to prepare a very homogeneous

layer of material on a standard puck to reduce the background produced during

the x-ray measurement. The PXRD instruments for powder diffraction mostly

have the Bragg-Brentano geometry where the x-ray tube and detector move in

a circular path with a fixed sample position. To obtain the information from

different orientations in the sample, the puck can be rotated at its fixed position.

The measured x-ray patterns can be explained by Bragg’s law:

2dhkl sin(θhkl) = nλ (2.3)

where d is the inter-planar distance, hkl are the Miller indices, θhkl is the Bragg

angle or diffraction angle, λ is the wavelength of the x-ray source (anode material),
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2dhkl sin(θhkl) is the path difference between the incident and reflected wavefront, n

is the order of reflection which is equal to 1 in calculations, and nλ is the condition

for constructive interference. Bragg’s law makes a clear connection between the

Bragg angles, the wavelength of the x-ray source, and the inter-layer spacing [75].

A measured x-ray pattern is unique for each compound and the Bragg peaks have

unique relative positions and intensities based on the crystallographic structure,

chemical composition, and atomic positions of the measured material. To identify

the crystal symmetry (space group), atomic positions and coordination, and the

lattice parameters in a newly synthesized compound, a careful crystallographic

analysis is required for which Rietveld refinement is a common method used for

the structural analysis.

2.2.1 Rietveld Refinement

Rietveld refinement is a method to identify the structural properties of mate-

rials. This method can be used for both x-ray diffraction and neutron diffraction

data and extracts important features such as space group or crystallographic sym-

metries, lattice parameters, atomic positions and their coordination. The x-ray or

neutron diffraction data consist of a series of reflection peaks with specific relative

intensities, peak shapes, and certain peak positions. Through the reflection peak

positions, the lattice parameters can be determined. Each reflection peak belongs

to one or more Miller indices (hkl) which are used to determine the lattice pa-

rameters (a, b, c, α, β, and γ). For instance, the first reflection peak in a x-ray

diffraction pattern provides information about the c axis in the unit cell because

the Miller indices for this peak only have a non-zero value for l (00l). The relative

intensities of the reflection peaks provide information about the atomic positions

and their coordination. Determination of the correct space group or crystallo-

graphic symmetries in a material is the key factor to identify the correct atomic
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Figure 2.5: (a) FullProf Suit. (b) PowDLL converter. (c) WinPLOTR

positions and coordination. In each space group, there are a set of Wyckoff posi-

tions which are described by their multiplicity (the number of points belonging to

one of its orbits within a unit cell), and a Wyckoff letter (refers to a specific orbit

in a unit cell) written next to the multiplicity number. The Wyckoff letters are

labelled by a, b, c, etc. beginning from the position having the highest site sym-

metry. For example, in space group C2/m, 2a, 2b, 2c, 2d are written in order of

the highest site symmetry. The shape of the reflection peaks provide information

about the crystallinity of the sample. Sharp and well-separated Bragg peaks are

a signature for a well-defined crystal structure in a material.

Figure 2.5 shows the required software tools for a Rietveld refinement with

FullProf software [76]. A FullProf Suite ToolBar (GUI shown in Fig. 2.5(a)) is

required to prepare the essential files, such as the PCR file, to perform a Rietveld

refinement. A collected x-ray diffraction pattern needs to be converted to a .xy

format for analysis via PowDLL Converter, Fig. 2.5(b). After converting the

x-ray file to a .xy format file, then the .xy file is viewed in the FullProf Suite

ToolBar: choose the Run WinPlotr option (Fig. 2.5(c)), File → open pattern
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file → Points selection → select background points → save background points

and create a background point file for Rietveld refinement. To select background

points correctly, it is important to keep the number of selected points somewhere

close to 20 points, the position of the selected points should not be very close

to the Bragg peaks or their shoulders to prevent this from affecting their shape,

and avoid selecting points very close to one another. After preparing the x-ray

file and the background points, the last piece for Rietveld refinement via FullProf

is to prepare the PCR file. There are two approaches for creating the PCR file:

modifying a PCR file or converting a cif to a PCR file.

• Method 1: FullProf Suite ToolBar → ED PCR, which opens a new window

titled Editor of PCR file. From here, select File → open data file, and select

a PCR file from before and edit it according to the new conditions for the

synthesized material.

• Method 2: FullProf Suite ToolBar → ED PCR, to open the Editor of PCF

file window. Select cif to PCR (type (x-ray), IRF file (the instrumental

information), space group, lattice parameters, and the atomic coordination.)

The Editor of PCR file window has different options to include all the impor-

tant crystallographic features of a studied material, so it is important that every

option is modified accordingly, Fig. 2.6. First is the General window where we can

select the type of calculation. For example, calculations for an obtained powder

x-ray diffraction data are Refinement/calculations of a Powder Diffraction Pro-

file. Patterns option includes Data file/Peak Shape, Background Type, Excluded

Regions, and Geometry/IRF, Fig. 2.6.

• Data file/Peak Shape: upload the data file with correct file format (xy file

format for x-ray patterns), then the source of the measurement with correct

wavelength (for the x-ray data used in this thesis, the x-ray tube is a Cu-
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Figure 2.6: The Editor of PCR file has different options to include all the required
crystallographic information about the studied material.

Kα source). The peak shape is Thompson-Cox-Hastings pseudo-Voigt ∗

Axial divergence asymmetry which is a correction for powder diffraction

peak shapes [77].

• Background Type: It is better to select the background points through the

obtained x-ray data. In this case, the correct option is Linear interpolation

between a set background points with refinable heights (the height of these

background points will refine once the refinement is very close to the correct

solution to adjust the y values).

• Excluded Regions: Sometimes to help the refinement correctly identify the

unit cell parameters, it is helpful to remove impurity peak regions. However,

the excluded regions need to be added to the refinement once the unit cell

parameters are determined. It is possible to perform two phases of refine-

ment; thus, if the phase of the impurity peaks are defined the second phase

can be added to the refinement.
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• Geometry/IRF: This part includes the instrumental parameters for the x-

ray diffraction instrument. The x-ray diffraction instrument used for all

the studied materials in this thesis has a Bragg-Brentano Geometry and

a IRF file (instrumental parameters) is required to be uploaded to create a

correct PCR file. In the correction section, the modified March’s Functions is

required for the powder diffraction analysis. The modified March’s Function

is a correction function for including the preferred orientation in a material.

The equation for this function is

Ph = G2 + (1−G2)((G1cosαh)
2 +

sin2αh
G1

)−3/2 (2.4)

where G1 and G2 are refinable parameters for preferred orientation coeffi-

cients. In the modified March’s function, G2 sets to 0 and only G1 is refinable.

For the Bragg-Brentano geometry, the G1 can be in different range values:

– G1 < 1: platy or flat shape, α is the acute angle between the scattering

vector and the normal to the crystallites

– G1 = 1: no preferred orientation

– G1 > 1: needle or sharp shape, α is the acute angle between the scat-

tering vector and the fibber axis direction

For neutron powder diffraction instruments which have the Debye-Scherrer

geometry, the condition is the opposite. For more details read the FullProf

Manual [78].

The Phase option contains calculation method information (structural model (Ri-

etveld method) or magnetic phase (Rietveld method)), different patterns, contri-

bution to patterns (weight), and symmetry (space group) information.

• Contribution to patterns: The refinement on the same data file can be done
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for different phases. This is very useful if the x-ray pattern of a material

contains the impurity phases. Each phase can have different weights and

the correction for peak shape for each phase should be selected based on the

measurement conditions. For example, for powder x-ray diffraction data, the

correction for peak shape is Thompson-Cox-Hastings pseudo-Voigt ∗ Axial

divergence asymmetry. The next point is related to the relative intensities

of Bragg peaks. To model the Bragg peaks with correct intensities, the

space group and Wyckoff positions need to be selected correctly as we know

the relative intensity of the peaks is affected by the atomic positions and

coordination in a material. The reflection list is created by Automatically

generated from the Space Group symbol.

• Symmetry: The symmetry operators are generated automatically from the

space group symbol. The space group name can be written in both number

or symbol form; for example, space group 12 or C 1 2/m 1 (in the symbol

format the spaces are necessary). After selecting the correct space group,

the related information such as Laue class needs to be checked.

The Refinement option contains important information about the refinable

parameters. The Rietveld refinement is based on the least squares method to

model the obtained experimental data. When we run the refinement, the number

of cycles will help the program to converge; therefore, the number of cycles should

be large enough to give the program enough time (N = 15). The relaxation factors

for atomic, anisotropic, and profile shifts are all 1; however, the global shift is 0.5.

• Background: The selected background points can manually import and a

linear interpolation method should be selected similar as in the Pattern

option.

• Instrumental: The only correction that we need for 2θ data is the displace-
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ment correction on the peak positions which can be due to the change in the

depth of the standard puck or the mounting position inside the instrument.

This parameter should be smaller than 1.

• Atoms: The information about all the atoms in an unit cell such as atom

type, Wyckoff positions (x, y, z), isothermal factors (displacement for each

atom), and occupation number is provided here. The thermal factor for

similar elements should be the same, the lighter elements have larger values

compared to heavier elements. The occupancies for each atom are calculated

based on the ratio of the site multiplicity (m) and general multiplicity (M)

in a space group.

• Profile: There is a separate Profile option for each phase and pattern. This

part contains important refinable parameters such as Scale factor, overall

B-factor, lattice parameters, Gaussian and Lorentzian coefficients for the

peak shape correction function, and the instrumental parameters. The scale

factor affects the relative intensities of Bragg peaks which can be different

due to the amount of material used in the x-ray scan. The overall B-factor

corrects the underestimation/overestimation in the isothermal factors for

each atom in an unit cell. The overall B-factor mostly affects the high-angle

2θ peaks and it is important to be corrected after correcting the y values

for background points. The lattice parameters are listed in this part and

if the option of cif to PCR for creation Editor of PCR is used the values

are already imported, otherwise they need to be manually added. The U,

V, and W are the instrumental parameters which are obtained through the

refinement of the x-ray diffraction pattern of standard corundum while all the

other parameters are fixed. The instrumental parameters are not refinable

and are imported through the IRF file in Pattern option. U and W are
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Figure 2.7: Visualization of the Editor of PCR file via Notepad++. The terminal
to run the refinement is shown as an inset with the command of fp2k ∗.pcr.

positive while V is negative. The peak shape correction is a pseudo-Voigt

function which is the convolution of Gaussian and Lorentzian functions. X

is the coefficient of the Gaussian function and Y is the coefficient of the

Lorentzian function. Both X and Y are refinable; however, instead of the Y

value, Anisotropic Lorentzian size broadening (Spherical Harmonic) can be

refined. The last part is the coefficients for preferred orientation function,

the modified March’s function, are given here.

• Micro-structure: According to the selected space group, the correct size-

model should be chosen. According to the Laue class, there are some

conditions on the refinement option of the spherical harmonic coefficients.

The spherical harmonic coefficients can be a better option to consider the

Lorentzian part in the peak shape correction function compared to Y for

honeycomb layered materials.

After modifying the PCR file through the GUI, it is easier to run the refinement

via the Notepad++ software, Fig. 2.7. Here, I will summarize the order of the steps
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Figure 2.8: An example of refined parameters in a PCR file viewed in Notepad++.

for a successful structural refinement via Rietveld method for a new compound.

• The first parameters to refine are the lattice parameters, line 106 in Fig. 2.8.

The first peak position can be directly controlled by modifying c, and the

next couple of peaks (specifically in honeycomb-layered structure) are con-

trolled by a and b. In this step, it is better to change the values for the lattice

parameters manually and then, once the peak positions and the model are

in good agreement, then refine the lattice parameters one by one (code is in

the line 108).
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• The next two parameters to refine are the scale factor (line 100) and X (line

103) to modify the relative intensities and the peak shape in the model.

The combination of refinement of these two parameters would significantly

improve the peak shape and intensities.

• To include the Lorentzian function in the peak shape correction, it is better

to refine spherical harmonic parameters (line 112 and 117) instead of Y (line

103). To have the correct spherical harmonic parameters, the number for

Size Model (line 103) needs to be selected correctly (FullProf Manual page

117 [78]). It is important to carefully check the condition for the specific

Laue class for the selected Size Model. For some Laue classes, some of the

spherical harmonic coefficients are not refinable. You can find examples for

Size Model 17, 19, 21 in the FullProf Manual [78].

• After spherical harmonic coefficients, the preferred orientation coefficient

(line 109) can be refined. This coefficient is either slightly larger or smaller

than 1 depending on the preferred orientation of the sample.

• The next parameters to refine are the refinable Wyckoff positions for the

atoms in the unit cell (line 82 to 98). Sometimes, a small change in the

atomic positions can have a huge impact on the results of the refinement.

However, it is important to mention that x-ray diffraction is not sensitive to

light elements like oxygen and to obtain accurate information about their

atomic positions, neutron diffraction experiments are required. Otherwise,

for oxygen positions other materials with similar structures can be used as

a reference.

• At this step, the refinement is in a very good shape and refining the back-

ground points can be very helpful. To refine the height intensities of back-

ground points it is better to divide them into two parts and refine them
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separately. The background point refinement affects the isothermal factor

values significantly; therefore, the refinement of overall B-factor should be

the last item.

• At this step, if there is a possibility of refining the occupation number for

atoms in the unit cell all the refined parameters should be off. It is easier

if this step is done via the GUI. Then turn on the occupanies for refinable

atoms and put constraints on the occupation number and fix the range of

the parameter. In the Editor for PCR, Box/Restraints option put a fixed

range of values for each occupation number (line 118 to 135). Then repeat

all the steps in the same order again.

• After Refining background points for the second round, the next parameter

is to include the changes due to displacement in the x-ray pattern. This

parameter is SyCos and it should be less than 1, the smaller the better.

• The final parameter to refine is the overall B-factor. The positive value of

the overall B-factor means the isothermal factors for the atoms are smaller

than what they should be and a negative value means the isothermal factor

values are overestimated.

After completing all the steps for refining the x-ray diffraction data of your

sample, in addition to checking the overall agreement between the collected data

and the calculated model (residual plot), the R-factors, χ2, and goodness of the

fit need to be checked as well. The R-factors in the Rietveld refinement are Rwp

(weighted profile R-factor), Rexp (the best value that can be obtained for Rwp

from analysis, expected R-factor), RP (profile factor), RB (Bragg factor), and RF

(crystallographic R-factor). From Rwp and Rexp, the goodness of fit and χ
2 can be

calculated ( Rwp

Rexp
) and ( Rwp

Rexp
)2, respectively [76, 79]. As mentioned before, the Rexp

is the best value that Rwp can get; thus the χ2 cannot be less than one [79]. There
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Figure 2.9: A visualized crystallographic information file (CIF) in vesta.

is no clear upper limits for these R factors because they are influenced by several

factors such as having a well-defined structural model, correction of background

in the diffraction data, and the peak shapes and positions [79]. However, it is

important to keep track of them and also the values for them should not be very

large. There are also other parameters that can help to check the quality of

the Rietveld refinement such as Durbin-Watson statistic parameters (see FullProf

Manual) [76, 78, 80]. These statistics are based on the correlation between the

peaks in the residual plot and provide information about the signs of the successive

peaks in the residual plot.

2.2.2 Crystallographic Information File

One of the most practical products of the Rietveld refinement is the crystal-

lographic information file (CIF). This file can be used to visualize the crystal

structure of the studied material, the main experimental piece of information
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for theoretical calculations, and provides helpful structural details such as bond

lengths and bond angles. The VESTA software is used to create a graphical pre-

sentation of a CIF in Fig. 2.9 [81]. There are several options in VESTA that help

modify the presentation of the CIF.

• Edit→ Edit Data: this option provides the possibility of correction/modification

of unit cell parameters and structural parameters.

• Edit → Bonds: this option helps to define new bonds or remove some of the

unwanted ones.

• Objects → Properties or Boundary: it can help to change the details in the

presentation of crystal structure such as the number of layers, color of atoms,

etc.

• From Utilities, it is possible to reproduce the powder diffraction pattern from

the calculated model. This option can be helpful if the x-ray diffraction data

of synthesized material does not exist in the database.

2.3 Magnetization

Studying the magnetic properties of new materials is one of the essential steps

in their characterization. The magnetic response of a material can be studied as

a function of temperature under different applied magnetic fields (M vs. T ) or

as a function of magnetic field at different temperatures (M vs. H). Each of

these measurements provides important details about the general magnetic prop-

erties of studied material. A Quantum Design Magnetic Property Measurement

System (MPMS3) is used for all magnetization measurements presented in this

thesis. Based on the form of the sample, a proper sample holder is chosen for

the measurement. For powder specimens, the sample can be packed into a plastic
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capsule, mounted on a brass holder, or placed into a straw. For single crystal sam-

ples, the sample can be mounted on a quartz holder and fixed with varnish or with

sapphire in a straw. Once the sample is in a proper holder, you place the sample

holder inside the MPMS3 chamber. After centering, the sample is located at the

center of superconducting pickup coils. Then the sample moves inside the coils in

the presence of an applied magnetic field. The samples’ movement creates current

based on Faraday’s law and through a superconducting quantum interference de-

vice (SQUID) is converted into a voltage. The obtained voltage as a function of

sample position is fitted to an expected response function and provides us with

the magnetization of the measured sample [82].

Magnetization as a function of temperature- From magnetization measure-

ments under small applied fields, the magnetic susceptibility is calculated (the

value for the applied field should be in a range where the magnetization has a lin-

ear behavior as a function of field). Magnetic susceptibility is χ =M/H, whereM

is magnetization and H is a very small applied magnetic field (this relationship is

not correct for large applied field). Magnetization can be measured from 1.8 K to

400 K via the MPMS3 instrument. For very high or low temperature ranges, the

oven option or 3He option can be used, respectively. Observation of any anomalies

such as a peak, a sharp or broad downturn, or any saturation refers to a specific

type of magnetic ordering in a material. The magnetic susceptibility can also dis-

play evidence of structural disorder; a very large upturn tail in a layered material

can be a sign of stacking fault disorder. Different types of magnetic ordering are

presented with different critical temperature symbols, AFM order (TN), FM order

(TC), and spin-glass (Tg).

From the high-temperature data, important parameters such as effective mag-

netic moment (µeff ) and CW temperature can be obtained. The paramagnetic

region (temperatures very higher than ordering temperature) is fit to the CW
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equation.

χ− χ0 = C/(T −ΘCW ) (2.5)

where χ0, C, and ΘCW are fitting parameters. The χ0 gives information about

the background in the measurement, C is used to calculate the µeff (=
√
8C), the

absolute value of ΘCW is the expected ordering temperature, and its sign refers to

different types of magnetic order. + and − values for ΘCW refer to FM and AFM,

respectively. The effective magnetic moment can give us information about the

spin configuration or spin-orbital state in a material. The ΘCW is proportional

to the strength of the interactions in a material. Magnetization as a function of

temperature is measured under two different conditions: zero-field-cooled (ZFC)

and field-cooled (FC). Any deviation of measured ZFC and FC data from each

other can be a sign for spin-glass freezing behavior in a material which can be due

to stacking fault disorders. A spin-glass behavior can be studied by measuring the

AC magnetic susceptibility as a function of temperature under different applied

frequencies.

Magnetization as a function of field - Magnetization as a function of magnetic

field shows a linear behavior for materials with AFM order and a hysteresis for

samples with FM order at base temperature. At base temperature, if the magne-

tization saturates at high enough applied magnetic fields, the saturation magne-

tization is the µeff in the material. Magnetization as a function of field also can

show anomalies that are evidence for phase transitions.

2.4 Heat Capacity

The heat capacity measurement is a crucial measurement to obtain details

about the lattice vibrations (phonon contribution), electronic, and magnetic prop-

erties of a material. The heat capacity measurements in this thesis are performed
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Figure 2.10: A rectangular shape pressed pellet sample is mounted on the sample
platform on a heat capacity puck.

via a Physical Property Measurement System (PPMS) instrument. A small sample

with a mass of 4 to 6 mg is placed on a calibrated heat capacity puck for mea-

surements, Fig. 2.10. This puck has a sample platform made of sapphire which is

connected to the puck via eight thin wires. These wires connect the sample and its

platform to a thermal bath. To avoid the effect of noise on the measurement, this

measurement has to be done at high vacuum. The first step for the measurement

is to measure an addenda. The addenda measurement consists of running the heat

capacity puck with a small amount of N-grease. Then the same measurement is

repeated with a sample on the platform, with the N-grease helping to provide

better thermal conductivity. The sample heat capacity as a function of tempera-

ture is measured by subtracting the addenda measurement from the measurement

with the sample. The heat capacity measurement is at constant pressure. This

quantity is measured via monitoring the changes in the temperature via applying

heat pulses followed by a cooling process. The changes in the temperature of the

sample/platform as a function of time is fitted to a function which then extracts

the heat capacity [83].

The measured heat capacity of a sample contains information about different

properties of the material. Sometimes it is necessary to isolate the magnetic
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contribution to understand the ground-state of the studied material. There are

three different approaches to subtract the phonon contribution from the total heat

capacity. First: synthesizing a non-magnetic counterpart with the same crystal

symmetry and the closest possible values of the lattice parameters. One of the

main challenges for this method is that it is not always possible to prepare a non-

magnetic analogue for our sample. Second: to estimate the phonon contribution

in the very low temperature region by the Debye T3 law which is only valid in

the very low temperature limit. Third: the heat capacity of a non-magnetic

sample can be calculated by first-principles which only requires having the CIF

for the sample [63]. The phonon contribution to the heat capacity data can be

subtracted by any of these methods to provide the magnetic heat capacity (Cm).

The magnetic entropy can also be calculated from Cm, the area under a C/T vs.

T curve.

Sm =

T2∫
T1

(Cm/T )dT (2.6)

Both Cm and Sm are helpful to understand the ground-state of magnetic or

magnetically disordered systems, specifically for the case of QSL candidates. Based

on the theoretical simulations and calculations for a pure Kitaev Hamiltonian as

well as for a generalized Kitaev and Heisenberg model, the general behavior of mag-

netic heat capacity, magnetic entropy and their characteristics are predicted [84,

85]. Thus, the heat capacity measurements allow us to compare the experimental

results directly to theoretical analysis.

2.5 Resistivity

The resistivity measurement provides information about the electronic proper-

ties of a material. The same PPMS instrument provides resistivity measurements

as well. The materials that I mainly studied during my Ph.D. research are Mott
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Figure 2.11: A schematic view of resistivity contacts on a sample.

insulators, and the resistivity as a function of temperature shows a quick upturn

with decreasing temperature, a signature of saturation. For the measurement,

four wires are used to make contacts with a sample on a resistivity puck. The

current contacts are located on the edges of the sample and are affixed with silver

epoxy to create a homogeneous electric field (E) in the sample, Fig. 2.11. Then,

the voltage contacts are placed at the center of the sample far from the edges to

make sure the voltage is measured in a homogeneous electric field. It is impor-

tant that the voltage contacts have a small footprint on the sample to be able to

accurately specify the distance between the contacts, length L, and to have them

parallel and in the same direction as E (V = EL). The width (W) and thickness

(T) of the sample are used to calculate the cross-sectional area (A). The resistivity

measurement as a function of temperature is as follows:

• A fixed amount of current is applied to a sample. Based on the sample

electronic properties an appropriate current is selected. For example, the

current range for metals is between 100 to 1000 µA while this range is lower

for insulators or oxides, 1 to 10 µA.

• The fixed current creates a homogeneous electric field (far from the edges)

in the sample, then the instrument measures the changes in the voltage in

the sample while the sample is cooling down and calculates the resistance

(R) as a function of temperature.
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Figure 2.12: EDX spectrum of a pressed pellet sample of Ag3LiIr2O6. The EDX
measurement is not able to detect lithium atoms and also is not very accurate
about the proportion of oxygen atoms.

• The resistivity can be calculated from the measured resistance with an ad-

ditional geometry factor:

R = ρL/A (2.7)

• Before placing the resistivity puck in the instrument, the puck is placed on

an user bridge device and the resistance of every two contacts are measured

(Rcontact1 + Rsample + Rcontact2) with an ohm meter to make sure the contacts

are working properly.

2.6 Energy Dispersive X-ray Spectroscopy

Energy dispersive x-ray (EDX) spectroscopy is a characterization tool for de-

termining the elemental composition of a material. This method, in addition to

x-ray diffraction, provides information about the chemical formula or chemical

composition of the studied material. EDX is also very helpful to probe any source
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of impurities and evaluate a series of doped materials. Unfortunately, this method

is not very useful for examining light elements such as Li or O atoms and it is

very difficult to obtain reliable results for insulators. During EDX measurements,

high-energy electron beams hit the sample and remove the core electrons (K, L,

and M shells). Removing the electrons from the inner shells creates holes that

higher level electrons can occupy after emitting specific x-ray energies. The emit-

ted x-rays are detected and examined to provide information about the existing

elements in the compound and their relative proportions. Figure 2.12 shows a

measured spectrum of a pressed pellet sample of Ag3LiIr2O6. The spectrum is as

a function of energy. Each peak in the spectrum belongs to a specific element and

is unique to that element. The peaks in the EDX spectrum are labeled based on

the EDX periodic table information.

2.7 Raman Spectroscopy

Raman spectroscopy is an optical technique which is used to characterize mate-

rials. Incident light, typically from a laser, is inelastically scattered by interactions

with lattice vibrations, resulting in scattered light that is no longer at the same

wavelength as the incident light. The scattered light is collected as a function of

wavelength or wavenumber to form a Raman spectrum, which is characteristic of

each material. Peaks in the spectrum appear at the energies of the Raman active

lattice vibrations for the material. From the CIF, one can predict the number and

symmetries of such Raman active modes for a given material. If there are two dif-

ferent phases for a material that have different numbers of Raman modes, simply

counting the number of peaks in the spectrum can reveal which phase (or phases)

are present in a given sample. Raman scattering is very sensitive to the quality

of the material surface. For single crystals, it is important that a high-quality

surface is chosen to perform measurements.
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Figure 2.13: The Raman spectrum from a single crystal sample as a function
of wavenumber. The inset shows the surface of the crystal. The sharp, single-
data-point peaks are “cosmic rays”, while the broader peaks correspond to actual
excitations from the material.

Professor Kenneth Burch kindly allowed me to use the WITec alpha300R sys-

tem in their glovebox for the measurement of single crystal samples. This system

uses an unpolarized 532 nm laser (2.3 eV) and has objectives ranging from 5X

to 100X for imaging and measuring the sample. When focused with the 100X

objective, the spot size of the laser is ∼ 1 µm. The Raman scattered light is

collected in the backscattering geometry by the same objective used to focus the

incident radiation, and the scattered light is then focused into a fiber optic cable

that feeds into the spectrometer located outside of the globebox. Because of the

small spot size, a relatively low power is used to avoid damaging the material,

leading to integration times of ∼20 minutes. Several spectra are recorded for each

sample and then averaged to remove any artifacts resulting from e.g. cosmic rays,

Fig. 2.13.
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CHAPTER III

Kitaev Spin-Liquid Candidate: Ag3LiIr2O6

3.1 Introduction

An exciting frontier in condensed matter physics is to design materials where

the spin degrees of freedom avoid magnetic ordering and form an entangled quan-

tum ground-state known as a QSL [1–4]. Among different proposals to realize such

a state, the Kitaev model is especially appealing due to having a QSL ground-

state and for the possibility of engineering its features in real materials [20, 21,

23]. This theoretical model is defined on a honeycomb lattice with bond-dependent

Ising interactions and has an exactly solvable Hamiltonian with a spin-1/2 degree

of freedom. The 4d and 5d transition-metals, due to having a strong SOC effect,

attracted a lot of attention as the candidate elements to build the honeycomb

networks in real materials [21]. These magnetic elements can provide the mag-

netic anisotropy which is a prerequisite for a QSL. Experimental efforts to design

honeycomb structure materials based on the Kitaev model led to the introduc-

tion of the first generation of honeycomb-layered compounds such as α-Li2IrO3,

Na2IrO3, Li2RhO3, and α-RuCl3 [35–40, 46, 51, 58, 86–88]. All these materials -

despite promising thermodynamic properties, their proximity to the Kitaev QSL

limit, and strong magnetic frustration - have a ground-state that is magnetically

ordered and they thus fail to completely satisfy all the required criteria for this
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model. Thus, a complete model Hamiltonian for the first generation Kitaev can-

didate must include non-Kitaev interactions:

H =
∑

⟨i,j⟩∈αβ(γ)

[
−KγS

γ
i S

γ
j + JSi · Sj + Γ

(
Sαi S

β
j + Sβi S

α
j

)]
(3.1)

where the Kitaev term (K) favors a QSL, the Heisenberg term (J) favors AFM

order, and the off-diagonal exchange term (Γ ) controls the details of the magnetic

order [21, 89].

One of the successful methods to modify the magnetic interactions in favor of

Kitaev interactions is the topo-chemical synthesis method. In this method, it is

possible to structurally alter the inter-layer coordination while the honeycomb lay-

ers remain intact. In this chapter, I review my experimental methods and results

for the synthesis and characterization of a new Kitaev candidate, Ag3LiIr2O6. I

used α-Li2IrO3 as a parent compound and modified its crystal structure in favor

of Kitaev interactions. In order to enhance the Kitaev interactions, I replaced the

inter-layer atoms in the parent compound via a topo-chemical synthesis method

and synthesized Ag3LiIr2O6. This novel Kitaev QSL material shows a lower tran-

sition temperature while retaining all of the promising features of its parent com-

pound. The results of this chapter are published in Ref. [44, 59, 64].

3.2 Background

One of the most promising Kitaev candidate materials that has been heavily

studied over the past two decades is α-Li2IrO3 [35, 36, 51]. This honeycomb-

layered compound contains edge-sharing IrO6 octahedra in the form of honeycomb

networks with a Li atom at the center of each hexagon and thus constitutes a hon-

eycomb structure as required for a Kitaev material. The honeycomb layers in this

Mott insulator are connected via octahedrally coordinated LiO6, with the inter-
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layer Li atoms connected to three O atoms on the top and three O atoms on the

bottom. Strong chemical bond coordination between the honeycomb layers and

inter-layer atoms reduces the inter-layer spacing between the honeycomb layers.

The magnetic element, Ir4+, provides effective magnetic moments for a pseudospin

Jeff = 1/2 state in the presence of octahedral CEF and strong SOC. This feature

is also experimentally confirmed by a CW analysis of the paramagnetic region of

the measured magnetic susceptibility. The results of both magnetization and heat

capacity measurements on α-Li2IrO3 indicate a long-range AFM order at TN = 15

K [35, 36]. High-temperature magnetic susceptibility measurements up to 1000 K

give a CW temperature ΘCW = −105 K [36]. Although α-Li2IrO3 is magnetically

ordered at low temperatures, the magnetic frustration between different exchange

interactions in the material leads to a reduction of the actual ordering tempera-

ture (TN) compared to the expected ordering temperature (ΘCW). The magnetic

frustration parameter (f = |ΘCW|
TN

), which is the ratio of the CW temperature and

TN, can provide an estimate of the strength of the magnetic frustration in a mate-

rial [35]. A significant difference between the CW temperature and TN, as shown

by f = 7, is indicative of magnetic frustration in α-Li2IrO3. Despite the fact that

the ground-state of α-Li2IrO3 shows a long-range magnetic order, the structural

properties, its spin-orbital state, and the presence of strong magnetic frustration

in the compound make it a desirable Kitaev candidate.

In addition to the structural and thermodynamic analyses that suggest the

proximity of α-Li2IrO3 to a QSL limit, the magnetic heat capacity (Cm) and

magnetic entropy (Sm) in this compound are also qualitatively consistent with

quantum Monte Carlo (QMC) simulations for a pure Kitaev model [84] and the-

oretical calculations on a generalized Kitaev-Heisenberg model [85]. The Kitaev

model is exactly solvable via fractionalization of S = 1/2 particles located on the

vertices of each hexagon into itinerant and localized Majorana fermions. The
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QMC simulations investigated the effect of spin fractionalization on the heat ca-

pacity and entropy in the presence of only Kitaev interactions in a honeycomb

structure. This study predicted a two-peak behavior for the heat capacity, where

each peak refers to a crossover and thermal excitation of itinerant or localized

Majorana fermions. The high-temperature (TH) crossover refers to the enhance-

ment of nearest-neighbor or short-range spin correlations in the system, and it is

described by itinerant fermions. The low-temperature (TL) peak is indicative of

thermal fluctuations of localized Majorana fermions and is a signature of incipient

alignment of hexagon plaquette operators or fluxes in the system. The calculated

entropy based on the heat capacity simulations shows a two-step behavior and re-

lease at about 1/2 ln(2) value for each crossover [84]. The theoretical calculations

for a generalized Kitaev-Heisenberg system suggest that the two-peak behavior

survives in heat capacity in the magnetically ordered materials which are close

to Kitaev QSL phase; however, the plateau-like behavior could be replaced by a

shoulder-like behavior for this limit [85]. The magnetic heat capacity data for

α-Li2IrO3 displays a two-peak behavior as is predicted for magnetically ordered

materials close to the Kitaev QSL limit. A shoulder-like behavior between the

two crossovers is observed in this compound, consistent with the theoretical cal-

culations for a Kitaev-Heisenberg model [36]. The experimental observations in

support of the proximity of α-Li2IrO3 to the Kitaev QSL limit proves this Kitaev

candidate material can be a promising honeycomb system to tune its magnetic

interactions and push it even closer to the ideal QSL limit by lowering its ordering

temperature.
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3.3 Methods

3.3.1 Material Synthesis

The preparation of high-quality Ag3LiIr2O6 samples has two main steps. The

first step is synthesizing a high-quality parent compound, α-Li2IrO3, via a solid-

state reaction at high-temperature (T ≥ 800 ◦C) [34]. A mixture of Li2CO3 and

IrO2 with molar ratio of 1.2:1 and total mass of 350 mg are pressed into a loose

pellet. The pellet is then placed into an alumina crucible in a furnace set at

150 ◦C to avoid evaporation of Li2CO3. The furnace is heated to 900 ◦C at a

rate of 5 ◦C/min and stays at 900 ◦C for 16 hours, before cooling down to 600

◦C. The sample is then quenched in an antechamber filled by Ar gas. The x-

ray diffraction (XRD) pattern of a typical sample at this stage is presented in

Fig. 3.1 (black pattern). The first step should be short to avoid any un-reacted

IrO2 impurities (a peak at 28◦ is indicative of this kind of impurity). After the first

round of heating, the superstructure peaks between 20◦ and 30◦ (the honeycomb

ordering peaks) are still not well-separated, which means the honeycomb structure

is weak and the material has a high level of stacking faults. In order to increase

the honeycomb-ordering quality and remove stacking faults in α-Li2IrO3, it is

necessary to perform successive stages of grinding and heating. These reheating

steps are performed in the range of 950 ◦C and 1015 ◦C for 16−24 hours. After

several rounds of annealing, which varies based on the humidity level in the lab,

a high-quality sample of α-Li2IrO3 is created, Fig. 3.1 (green pattern). Typically,

improving the quality of the parent compound will directly improve the quality of

the product material and decrease the level of stacking faults and the possibility of

having rows of unwanted atoms in the honeycomb layers of the product compound.

The second step is a topo-chemical exchange reaction. During this process,

the main goal is to keep the structure of the honeycomb layers unchanged and

49



Figure 3.1: After each heat cycle, the powder x-ray pattern of α-Li2IrO3 shows
more pronounced peaks, especially between 20◦ and 30◦ degrees where the honey-
comb Bragg peaks appear. The number of times each sample has been reheated
is shown on the right above its respective pattern.

to only alter the inter-layer atoms and their coordination. The topo-tactic cation

exchange reaction must be conducted at low temperatures (T ≤ 400 ◦C), since

higher temperatures will decompose the metastable product [55, 63, 90]. The poly-

crystalline samples of Ag3LiIr2O6 were synthesized with mixtures of high-quality

α-Li2IrO3 samples and AgNO3. A total mass of 350 mg of starting materials are

mixed according to Eq. (3.2) with 50% excess silver nitrate.

2 Li2IrO3 + 3AgNO3 −→ Ag3LiIr2O6 + 3LiNO3 (3.2)

The mixture was pressed into a hard pellet and placed into a small alumina crucible

inside a quartz tube. The quartz tube was sealed under Ar gas pressure to avoid

decomposition of the AgNO3. The pressed pellet was heated to 350 ◦C at a rate of

1 ◦C/min. It remained at 350 ◦C for seven days and was then cooled down to room

temperature at the same rate [44, 59, 70]. In order to remove the excess AgNO3,
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the sample was placed into a beaker filled with deionized water for 20 minutes,

then washed with deionized water three times, and dried at room temperature

under vacuum for an hour. The black powder sample is fairly air sensitive and

can only be exposed to air for a couple of hours. Exactly the same procedure

was repeated to synthesize the non-magnetic compound Ag3LiSn2O6 with parent

compound Li2SnO3.

3.3.2 Crystal Structure Analysis: Rietveld Refinement

One of the essential material characterization tools to identify the quality of

prepared materials is XRD measurements. This is particularly the case for a

layered material with complex structural properties like α-Li2IrO3, for which the

synthesis conditions in each annealing step are modified based on the measured

x-ray pattern. After perfecting the quality of the synthesized material, α-Li2IrO3

or Ag3LiIr2O6, a high resolution x-ray pattern scan is collected from a well-ground

powder sample to perform a Rietveld refinement analysis. The signatures of the

honeycomb structure in both compounds can be found via the Bragg peaks in the

range of 19◦ to 26◦. Using the topo-chemical exchange reaction helps to maintain

the honeycomb structure while modifying the inter-layer structure. Among all the

possible space groups, only space group No. 12 (C2/m) and space group No. 15

(C2/c) can be indexed for all the Bragg peaks, including the honeycomb peaks in

the region 19−30◦ for α-Li2IrO3 and the asymmetric peak in the region 19−22◦ for

Ag3LiIr2O6, Fig. 3.2. The advantage of the C2/m model is that it offers a simpler

model with a smaller unit cell compared to the C2/c model, which ultimately

makes calculations easier [63]. Therefore, we report the correct space group for

Ag3LiIr2O6 to be C2/m, similar to its parent compound [34] as well as other

honeycomb-layer oxides with similar structures [91, 92]. Table 3.1 summarizes

the unit cell parameters and the quality factors for the Rietveld refinement. The
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Figure 3.2: Rietveld refinements of the PXRD pattern for Ag3LiIr2O6 using C2/m
(a) and C2/c (b) models. The broad asymmetric peak in the inset is due to the
honeycomb ordering. Stacking disorder is responsible for the asymmetric broad-
ening of the honeycomb peaks.

Table 3.1: Unit cell and Rietveld refinement quality factors are reported for
Ag3LiIr2O6 at room temperature.

Unit cell parameters Refinement parameters
Space Group C2/m Parameters 24

a (Å) 5.28317(8) RBragg (%) 8.51
b (Å) 9.13552(19) RF (%) 4.36
c (Å) 6.48594(11) Rexp (%) 5.30
β (◦) 74.28970(231) Rp (%) 9.21
V (Å3) 301.347 Rwp (%) 14.0
Z 2 χ2 7.0

ρ (g cm−3) 8.946 T (K) 295

PXRD data were taken at room temperature on a powder specimen using a Bruker

D8 ECO instrument equipped with a copper x-ray source (Cu Kα), a nickel filter to

absorb the Kβ radiation, and two 2.5◦ Soller slits after the source and before the

LYNXEYE XE 1D energy-dispersive detector. The FullProf suite and VESTA

software were used for the Rietveld refinements and crystal visualizations [76,

81]. Table 3.2 summarizes the atomic coordinates, Wyckoff-site occupancies, and

the Debye-Waller factors in the Rietveld refinement of Ag3LiIr2O6. An artificial

mixing between Ir and Li atoms is introduced in sites 4g and 2a to account for

the stacking faults, similar to the reported refinement of α-Li2IrO3 [34].
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Table 3.2: Atomic coordinates, site occupancies, and the isotropic Debye-Waller
factors (Biso = 8π2Uiso) for the Rietveld refinement of Ag3LiIr2O6.

atom site x y z occ. Biso (Å2)
Ag1 4h 1/2 0.31732(30) 1/2 1.000 0.35
Ag2 2d 0 1/2 1/2 1.000 0.35
Ir1 4g 0 0.66914(23) 0 0.802 0.25
Li1 4g 0 0.66914(23) 0 0.196 0.25
Ir2 2a 0 0 0 0.388 0.27
Li2 2a 0 0 0 0.612 0.27
O1 8j 0.38800 0.3314 0.8324 1.000 0.4
O2 4i 0.1090 1/2 0.1670 1.000 0.4

3.3.3 Characterization Measurements

DC magnetization measurements were performed on ∼30 mg powder samples

of α-Li2IrO3 and Ag3LiIr2O6 packed in a VSM Powder Sample Holder and mounted

in a MPMS3 Brass Half-tube Sample Holder in a Quantum Design MPMS3.

Heat capacity measurements were performed on a rectangularly shaped piece

of pressed pellet with total mass of 4− 5 mg with the relaxation time method in

a Quantum Design PPMS Dynacool. To obtain the magnetic heat capacity (Cm),

the total heat capacity of Ag3LiIr2O6 and Ag3LiSn2O6 were measured separately

and then subtracted after considering the molar mass correction.

The muon spin relaxation (µSR) experiments were carried out at the Paul

Scherrer Institute (PSI) using a 3He refrigerator with the Dolly Multi Purpose

Surface-Muon Instrument and a gas flow cryostat with the General Purpose Surface-

Muon (General Purpose Surface-Muon (GPS)) Instrument. The MUSRFIT pro-

gram [93] was used for data analysis. The polycrystalline samples were pressed

into pellets 13 mm in diameter and 1 mm thick. The pellet was wrapped in 25-µm

thick silver foil and mounted with varnish on copper holders1.

The ED and HAADF-STEM were performed using an aberration-corrected

1The µSR experiments and its analyses were performed by Dr. E. Kenney, Dr. C. Wang,
and Prof. M. Graf.
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JEM ARM200F microscope2.

3.4 Results and Discussion

3.4.1 Crystal Structure

Figure 3.3 shows the crystal structures of the parent compound, α-Li2IrO3,

and the exchange system, Ag3LiIr2O6. Both materials show a similar honeycomb

structure with Ir4+ honeycomb networks. The honeycomb layers in the parent

compound are connected via octahedrally coordinated inter-layer Li atoms with

an inter-layer spacing of 4.83 Å. After the cation exchange reaction, the inter-layer

Li atoms are replaced by linearly coordinated Ag atoms in Ag3LiIr2O6. In the Ag-

exchange material, each Ag atom is connected to one O atom on top and one O

atom on the bottom; therefore, the inter-layer connection in Ag3LiIr2O6 is weaker

and leads to a 30% increase (d = 6.24 Å) in the inter-layer spacing compared to the

parent compound. A weaker inter-layer connection between the honeycomb layers

in Ag3LiIr2O6 enhances the stacking faults, as well as the trigonal distortion in the

octahedral environment of the Ir atoms. The structural modification of α-Li2IrO3

affects the magnetic properties of Ag3LiIr2O6 and lowers the ordering temperature.

3.4.1.1 Trigonal Distortion

Ir atoms are octahedrally coordinated with six O atoms (IrO6) in both α-

Li2IrO3 and Ag3LiIr2O6. In the ideal case, the O-Ir-O bond angles are 90◦ in

an octahedron. However, deviations of the bond angles from the ideal values

are expected to be observed in a real material, which is referred to as trigonal

2Dr. O. Lebedev performed the TEM measurements and analyzed the results.
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Figure 3.3: The octahedral coordination of Li atoms between the layers of α-
Li2IrO3 (left) and linear (dumbbell) coordination of Ag atoms between the layers
of Ag3LiIr2O6 (right) which leads to an increase of the inter-layer separation. The
yellow, pink, red, and grey spheres are Ir, Li, O, and Ag atoms, respectively.

distortion. Trigonal distortion can be quantified by the bond angle variance [49],

σ =

√
Σi(ϕi − ϕ0)2

(m− 1)
(3.3)

where m and ϕ0 are the number and ideal value of O-Ir-O bond angles in an

octahedron without distortion, respectively. The ϕi values are calculated from the

CIF of both iridate compounds, Fig. 3.4. The bond angle variance σ is 3.46(1)◦ for

α-Li2IrO3 and 6.39(1)◦ for Ag3LiIr2O6. Trigonal distortion is two times larger in

the Ag-exchange compound. One can expect an enhancement in the influence of

off-diagonal exchange coupling and a significant difference between the magnetic

behavior of parent and exchange compounds due to a stronger trigonal distortion

in Ag3LiIr2O6. However, iridates have very strong SOC; thus, the effect of trigonal

distortion on the magnetic properties of the iridate materials are negligible.
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Figure 3.4: The bond angle values and inter-layer connections between Ir atoms
and inter-layer Li and Ag atoms in α-Li2IrO3 and Ag3LiIr2O6 are presented, re-
spectively. Changing the inter-layer chemistry from octahedrally coordinated Li
atoms (stronger connection) in α-Li2IrO3 with a weaker linear bond connection in
Ag3LiIr2O6 moves the O atoms towards the honeycomb layers and increases the
trigonal distortion in the Ag-exchange compound.
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3.4.2 Magnetism

The DC magnetic susceptibility as a function of temperature is measured at

0.2 T, as shown in Fig. 3.5(a). The first evidence of magnetic ordering in a high-

quality Ag3LiIr2O6 sample is a downturn at TN = 14 K. To more clearly illustrate

the low-temperature region, we magnified the magnetic susceptibility data for T

≤ TN in Fig. 3.5(b). A similar behavior was observed in an earlier work by

Todorova et al. [70]. The peak is broad and shows splitting between the ZFC

and FC conditions (Fig 3.6) and suggests a trace of spin-glass like freezing. This

splitting between ZFC and FC curves is only 2% of the total magnetization data;

thus, it originates from a minority of frozen spins due to stacking faults in this

layered compound. The DC magnetic susceptibility (ZFC and FC) is measured at

higher applied fields (Fig. 3.6) which leads to a decrease in the splitting, but the

gap is not fully closed which confirms a static freezing at the ordering temperature,

TN [94, 95].

A second anomaly in Fig. 3.5(b) is indicative of a long-range magnetic order,

TLRO = 8 K, below which the susceptibility visibly turns down. We thus identify

TN as the onset temperature for short-range magnetic ordering that becomes long-

range below TLRO. After considerable effort to remove disorder and improve the

quality of Ag3LiIr2O6, we were able to resolve the AFM peak in the high-quality

sample.

To understand the magnetic interactions in Ag3LiIr2O6, we performed a CW

analysis on the inverse susceptibility (1/χ) for T ≥ 150 K in Fig. 3.5(a). The

yellow line represents the CW fit to the [1/(χ − χ0) = (T − ΘCW)/C] equation,

where χ0, ΘCW, and C are fit parameters. The CW analysis of the paramagnetic

region yields a CW temperature ΘCW = −132(1) K and magnetic moment µeff

= 1.87(2)µB. The negative sign of ΘCW indicates AFM interactions, and its large

magnitude compared to TN implies magnetic frustration (f = 9.5). The CW
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Figure 3.5: (a) DC magnetic susceptibility per mole of Ir (black data) and inverse
susceptibility (red data) plotted as a function of temperature in the high-quality
sample. The yellow line is a CW fit at T > 150 K. The solid and open circles in
the inset represent the ZFC and FC curves at H = 5 T. (b) Magnified view of the
ZFC susceptibility showing a broad peak at TN = 14 K and a sharper downturn
at TLRO = 8 K.

temperature and magnetic moment for the parent compound are ΘCW = −105(2)

K and µeff = 1.83(5)µB, respectively [35, 36]. We extract an effective magnetic

moment (µeff = 1.87µB) for Ag3LiIr2O6, comparable to the reported values in

α-Li2IrO3, and close to the expected moment for a Jeff = 1/2 state (1.74µB). A

similar CW temperature in both compounds also suggests a comparable strength

of the Heisenberg exchange interaction [59].

In Fig. 3.7, the magnetic field dependence of the magnetization in Ag3LiIr2O6

is presented at 2 K for fields up to 7 T. The magnetization reaches 0.03µB and does

not saturate even up to 7 T. In order to achieve saturation of the magnetization,

higher magnetic fields are required. The magnetization data has a linear behavior,

confirming the AFM interactions in this Kitaev magnet.

3.4.3 Heat Capacity

As noted in Section 3.2, QMC simulations suggest that a Kitaev magnet re-

leases the spin entropy in two successive crossovers resulting in high-temperature

(TH) and low-temperature (TL) peaks in the magnetic heat capacity [84, 85].
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Figure 3.6: The splitting between ZFC (solid circles) and FC (open circles) sus-
ceptibility curves at 1, 3, 5, and 7 T. The splitting decreases by increasing the
applied field.

Figure 3.7: Magnetization as a function of magnetic field is shown at temperature
2 K up to 7 T.
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Figure 3.8: (a) Heat capacity divided by temperature (C/T ) per mole of Ir or
Sn plotted as a function of temperature in Ag3LiIr2O6 (black data) and its non-
magnetic lattice model, Ag3LiSn2O6 (turquoise data). (b) Magnetic heat capacity
Cm and entropy Sm in units of R ln(2) as a function of temperature below 120 K,
where TL = TN = 14 K and TH = 75 K.

The experimental results for α-Li2IrO3 are qualitatively in agreement with this

theoretical prediction [36] and show a two-peak behavior in Cm. We measured

the heat capacity (C) of a high-quality sample of Ag3LiIr2O6 to confirm the bulk

AFM order in Ag3LiIr2O6 and to study the behavior of the magnetic heat capac-

ity in the Ag-compound. Figure 3.8(a) shows a broad peak in C/T at TN = 14

K, consistent with the peak at 14 K in χ(T ). In the same panel we also present

the heat capacity of an isostructural compound, Ag3LiSn2O6, which serves as a

non-magnetic lattice model for Ag3LiIr2O6 to isolate the magnetic contribution of

the heat capacity.

The two data sets closely track each other as a function of temperature ex-

cept near 75 K (TH) and 14 K (TL), where an additional magnetic contribution

enhances the heat capacity of Ag3LiIr2O6. The magnetic heat capacity (Cm) can

be isolated by subtracting the Ag3LiSn2O6 data (a model for the phonon back-

ground) from Ag3LiIr2O6, Fig. 3.8(b) (black curve). The obtained Cm is used to

calculate the magnetic entropy via Sm =
∫
(Cm/T )dT . Figure 3.8(b) shows Cm

and Sm in units of R ln(2) as a function of temperature where two broad peaks

are resolved at TH = 75 K and TL = 14 K in Cm, and a two-step structure is
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seen in Sm. The behavior of Cm and Sm is qualitatively consistent with QMC

simulations and very similar to the results reported for the parent compound [36].

According to the theoretical prediction [84, 85], the entropy release at each step

must be 1/2R ln(2), but we observe ∼60% of this value. A similar observation

was reported for the parent compound and the quantitative disagreement was at-

tributed to the phonon background subtraction. It is possible that Ag3LiSn2O6 is

not a perfect lattice model for Ag3LiIr2O6 due to small differences in the lattice

parameters and the masses of Ir and Sn.

Such a two-peak behavior has been interpreted as evidence of a fractionalization

of spins into Majorana fermions at TH followed by a long-range entanglement at TL

in Ag3LiIr2O6, α-Li2IrO3, Na2IrO3, and α-RuCl3 [36, 59, 96], based on the QMC

simulations of the Kitaev Hamiltonian with only the pure Kitaev interaction. We

caution against this interpretation and point out that the peak at TL = TN in

Ag3LiIr2O6 is due to static magnetism instead of quantum entanglement, while

the onset of static magnetism starting at 14 K is confirmed in magnetization data.

Similarly, the low-temperature peaks in the heat capacity of α-Li2IrO3, Na2IrO3,

and α-RuCl3 are due to AFM ordering [36, 96]. The above discussion does not

discredit the iridate materials as candidates for a Kitaev QSL - the peak at TH may

indeed signal the onset of a fractionalization process. But, the Majorana liquid

would develop an instability toward a gapped AFM state instead of melting into an

entangled spin liquid ground state. Ideally, the ratio of TL/TH should be less than

0.03 for a Kitaev spin-liquid [84], whereas TL/TH = 0.18 in Ag3LiIr2O6. Therefore,

the TL might occur at very low temperatures below our measurement capabilities

and the presently identified TL refers to AFM ordering in the compound.

The heat capacity of Ag3LiIr2O6 is also measured under different applied fields

to study the stability of the AFM transition, Fig. 3.9(a). The AFM peak in the Ag-

compound is very robust and does not change when increasing the magnetic field.
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Figure 3.9: (a) The heat capacity in Ag3LiIr2O6 is measured at 1, 3, and 9 T. (b)
The heat capacity as a function of temperature from 2 K down to 52 mK at 0, 1,
3, and 9 T.

In α-RuCl3, the AFM transition peak was removed by applying a 7 T magnetic

field parallel to the honeycomb layers [97]. A similar effect may be observed in

Ag3LiIr2O6 once single crystals are available.

The heat capacity is measured down to 52 mK, Fig. 3.9(b). The heat capac-

ity (C/T ) shows a linear behavior (∼ T ) at low temperature, similar to what

is observed for α-Li2IrO3, and suggests an unusual magnetic excitation in these

compounds [36]. A similar upturn is also observed in the parent compound due a

nuclear Schottky anomaly which is also present in the Ag-compound [36].3

3.4.4 Muon Spin Relaxation

In positive muon spin relaxation (µ+SR), spin-polarized positive muons are

injected into a sample and in less than 1 ps come to rest at a preferred crystallo-

graphic interstitial site (or sites). The muon spin polarization then evolves with

time in the local magnetic field, yielding information about the magnitude and

orientation of the local field relative to the initial spin direction. After tens of

millions of decay events, a time histogram can be used to extract the asymmetry,

3The heat capacity experiments at low temperature were performed by Sangyun Lee and Dr.
Roman Movshovich.
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which is proportional to the time dependence of the projection of the muon spin

along the detector direction [98]. The asymmetry contains information about the

local field’s temporal and spatial variation. We plot the asymmetry as a function

of time in a high-quality sample in Fig. 3.10 at nine representative temperatures

from 0.28 to 20 K at zero field. For temperatures greater than or equal to 20 K,

the Ir4+ moments are fluctuating too rapidly, and they have no effect on the muon.

Therefore, the depolarization is dominated by randomly oriented quasi-static nu-

clear moments. The temperature dependent asymmetry is well described by a

Gaussian Kubo-Toyabe function

AKT(t) = A0

[
1

3
+

2

3

(
1− σ2t2

)
exp

(
−1

2
σ2t2

)]
(3.4)

where A0 = 0.174 is the initial asymmetry for GPS in spin-rotated mode, and

the parameter σ = 0.150 MHz is proportional to the second moment of the field

distribution experienced by the muon ensemble. The magenta line on Fig. 3.10 is

a fit to Eq. 3.4 at 20 K. We found a constant value for σ between 200 and 20 K,

indicating that the muon is not diffusing in this temperature range and there is

no sign of magnetic order in the material. The data below 20 K can be explained

in three regions of interest.

Region 1. For 20 K> T > TN , depolarization is dominated by the nuclear

moments. The electronic moments are slowing down and begin contributing to

muon depolarization.

Region 2. For the range TN > T > TLRO, depolarization is dominated by

the electronic moments. Short-range correlations are manifested in the onset of

a fast relaxation component in addition to a slow exponential depolarization due

to fluctuations. To characterize the crossover in this temperature range, we use a
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Figure 3.10: Asymmetry plotted as a function of time at short timescales. The
curves have been offset by equal increments from the base-temperature curve
(0.28 K) for clarity. The magenta, cyan, and yellow solid lines are fits to Eq. 3.4,
Eq. 3.5, and Eq. 3.6, respectively.

phenomenological depolarization function

A(t) = A0

[
αF exp

(
− (λF t)

β
)
+ (1− αF ) exp (−λSt)

]
(3.5)

where A0 = 0.185 is the initial asymmetry in the Dolly spectrometer in spin-

rotated mode. The first term in the brackets is related to the fast decay with rate

λF best described by a stretched exponential with exponent β, and attributed to

spin freezing. The second term is a slow exponential decay at rate λS attributed

to a fluctuating contribution. The fit parameters λF , β, and λS in the high-quality

sample vary from 10.1(6) µs−1, 0.85(6), and 0.211(2) µs−1 at 13 K, respectively,

to 11.0(1) µs−1, 1.75(5), and 0.285(8) µs−1 at 8 K. The cyan line on Fig. 3.10

is a representative fit to Eq. 3.5 at 11 K. From such fits, we extract the fraction

of fast decay αF , which we take as a metric for the onset of static magnetism.

The temperature dependence of αF is plotted in Fig. 3.11, and it vanishes near
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Figure 3.11: The blue circles represent αF values from fits to Eq. 3.5, and the
red squares represent Bmax values from fits to Eq. 3.6 in the high-quality sample.
Static magnetism starts at TN = 14 K and µSR oscillations start at TLRO = 8 K.

TN = 14 K.

Region 3. At T < TLRO, clear oscillations appear in the depolarization curves

for the high-quality Ag3LiIr2O6 sample (Fig. 3.10), indicating a long-range mag-

netic order. The depolarization curves are well described by the function

ALRO(t) = A0[αLRO exp (−Λt) J0 (γµBmaxt+ ϕ) + (1− αLRO) exp (−λt)] (3.6)

Again, the initial asymmetry is A0 = 0.185 in the Dolly spectrometer. Here

J0 is the zeroth-order Bessel function and the muon gyromagnetic ratio is γµ =

2π(135.5 MHz/T). The yellow line in Fig. 3.10 is a fit to the Bessel function at

0.28 K. A Bessel oscillatory behavior is typically associated with incommensurate

magnetic ordering [98], where the muon experiences ordered fields ranging from

0 to Bmax. We extract the Bmax value from such a fit at each temperature below

TLRO, and plot it in Fig. 3.11 as red squares.

At the base temperature T = 0.28 K, the fit to Eq. 3.6 yields αLRO = 0.741(2),

Bmax = 269(1) G, ϕ = −0.9(6)◦, Λ = 2.8(1) ¯s−1, and λ = 0.052(4) ¯s−1. The value

for αLRO is close to the 2/3 value expected from a polycrystalline sample exhibiting

long-range magnetic order. The damping rate λ is associated with those muons
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Figure 3.12: (a) Polarization scans in Ag3LiIr2O6 at 0.28 K under different longi-
tudinal fields (LF) from 0 to 1000 G. The time axis is expanded for t < 1 µs to
reveal the oscillations. (b) By analyzing the recovery of the initial asymmetry with
increasing field, we estimate Bint = 263 G in high-quality sample of Ag3LiIr2O6.
Solid lines are guides to the eye.

whose initial polarization lies along the local magnetic field and are depolarized

by transverse magnetic fluctuations. The rate Λ contains contributions from both

static magnetic disorder and magnetic fluctuations. Since Λ ≫ λ, disorder is the

dominant contribution.

The value for Bmax is also confirmed from a LF experiment. As a consistency

check, here we estimate the internal field Bint by analyzing the LF scans at 0.28 K

as shown in Fig. 3.12(a). The initial polarization is fully recovered by 1000 G, so

the internal field Bint must be much smaller than this value. A detailed analy-

sis [99] shows that the midpoint of the polarization recovery occurs at a field value

close to B/Bint = 4/3. Figure 3.12(b) shows that the midpoint of recovery in

Ag3LiIr2O6 is at 350 G, yielding an internal field Bint = 263 G, in good agreement

with the Bmax = 269 G obtained from our Bessel function fit to Eq. 3.6.4

66



Figure 3.13: Electron diffraction (top inset) and HAADF-STEM image from the
high-quality sample. A structural model is overlaid on the magnified image in the
bottom inset with blue, yellow, pink, and red spheres for the Ag, Ir, Li, and O
atoms, respectively.

3.4.5 Transmission Electron Microscopy

We characterize the structural properties of the Ag3LiIr2O6 using high-resolution

HAADF-STEM images in Fig. 3.13. The characteristic feature of each honeycomb

layer in Fig. 3.13 is a repeating pattern of a pair of Ir atoms (large bright spots)

separated by a Li atom (not visible). This pattern is clearly demonstrated for

Ag3LiIr2O6. In the inset of Fig. 3.13, a crystallographic model is overlaid on the

magnified image to identify the Ag, Ir, Li, and O atoms as blue, yellow, pink,

and red spheres, respectively (only the Ag and Ir atoms are clearly visible and

light elements such as Li and O cannot be detected). The HAADF-STEM image

from the high-quality sample in Fig. 3.13 shows pristine honeycomb layers free

from silver inclusions. We present the electron diffraction (ED) patterns in the

top inset of Fig. 3.13. The streaking in ED patterns is due to the stacking faults

in the form of an angular twist between the adjacent layers as shown in other

4The µSR experiments and its analyses were performed by Dr. E. Kenney, Dr. C. Wang, Dr.
A. Berlie, and Prof. M. Graf.
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Figure 3.14: HAADF-STEM images from (a) α-Li2IrO3 and (b) Ag3LiIr2O6. A
high-quality sample is used for each material. The images show an abundance
of stacking faults in Ag3LiIr2O6 unlike α-Li2IrO3, due to the weaker inter-layer
coupling in the former. The ED patterns are presented as insets and reveal less
streaking in α-Li2IrO3 due to fewer stacking faults compared to Ag3LiIr2O6.

honeycomb materials [63].

Here we point out that Ag3LiIr2O6 suffers from the stacking faults, similar to

other layered honeycomb materials such as Cu3LiSn2O6 [63]. Figure 3.14 com-

pares HAADF-STEM images between a high-quality sample of α-Li2IrO3 and a

high-quality sample of Ag3LiIr2O6. There is no intersite disorder in either image,

but Ag3LiIr2O6 exhibits many more stacking faults than its parent compound

α-Li2IrO3. It has been demonstrated in a prior study of Cu3LiSn2O6 that the

stacking faults result from a twisting between the adjacent honeycomb layers, due

to the weak O-Cu-O dumbbell bonds between the layers [63]. A similar mecha-

nism is at work in Ag3LiIr2O6, where the weak O-Ag-O dumbbell bonds lead to
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the twisting between the layers and produce the zig-zag stacking pattern observed

in Fig. 3.14(b). Despite the considerable amount of stacking faults in Ag3LiIr2O6

(Fig. 3.14(b)), it still shows clear signatures of long-range order. In fact, the in-

commensurate order is similar between α-Li2IrO3 and Ag3LiIr2O6 based on our

µSR data and the published results in Ref. [50]. It is likely that in the absence of

such stacking faults, the initial spin freezing at TN could turn into a long-range

order, i.e. TN =TLRO.

3.4.6 Density of States

The density of states (DOS) calculations for Ag3LiIr2O6 are presented in Fig. 3.15,

where a finite weight of Ag 4d orbitals are observed at the Fermi level EF .

We present three levels of the DFT calculations following the prior work on α-

Li2IrO3 [100]. First, a plain LDA is presented in Fig. 3.15(a) to show the t2g states

just below EF and eg states above EF . Notice that the majority of Ag electrons

(blue line) are between 2 and 4 eV below EF ; however, a small but finite con-

tribution from Ag d orbitals is observed near EF . Second, by adding the SOC

(LDA+SOC) in Fig. 3.15(b), the t2g levels are split into lower Jeff = 3/2 and an

upper Jeff = 1/2 states. Third, by adding an exchange potential (LDA+SOC+U)

in Fig. 3.15(c), a gap is opened within the Jeff = 1/2 states to separate the upper

and lower Hubbard bands. These results are identical to α-Li2IrO3 and consistent

with the localized effective spin-1/2 Kitaev model [100]. The new finding is the

finite weight of Ag 4d orbitals at EF which remains unchanged between the LDA

and LDA+SOC+U calculations, and suggests a d-p orbital mixing between the

Ag and O atoms. Whereas the Li 2s electrons in α-Li2IrO3 are transferred to O

2p orbitals in an ionic bond, the Ag 4d electrons in Ag3LiIr2O6 are more extended

and bonded to the O 2p orbitals with a more covalent character. As a result of

such d-p mixing, the SOC is effectively increased on the Ir-O-Ir exchange path
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Figure 3.15: Density of states calculated at three levels of DFT with (a) local
density approximation (LDA), (b) LDA+SOC, and (c) LDA+SOC+U where U is
the exchange potential.
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within the honeycomb layers of Ag3LiIr2O6 which enhances the Kitaev coupling.5

3.5 Conclusion

In this work, I synthesized a novel Kitaev spin-liquid candidate via a topo-

chemical method. The inter-layer bonds and atoms are modified in the parent

compound α-Li2IrO3 to prepare the honeycomb-layered oxide, Ag3LiIr2O6. The

honeycomb structure remains the same in the Ag compound, while the inter-layer

chemistry are completely modified. The octahedrally coordinated Li atoms are

replaced by linearly coordinated Ag atoms; therefore, it leads to a weaker con-

nection in Ag3LiIr2O6. The weaker connection causes more stacking fault in the

Ag-compound compared to the parent compound which is confirmed by the asym-

metric peak in the region 19−22◦ and the HAADF-STEM images. The magnetic

susceptibility in Ag3LiIr2O6 shows a downturn at TN = 14 K which is the onset

of short-range magnetic ordering and a second sharper downturn, a signature of

long-range magnetic ordering at TLRO = 8 K. The heat capacity data also shows a

broad peak at 14 K consistent with χ(T ). The magnetic heat capacity shows a sim-

ilar behavior as the parent compound, a two-peak structure. The low-temperature

heat-capacity data (down to 52 mK) shows the same behavior as what is observed

in α-Li2IrO3 and suggests a similar magnetic excitation in both compounds. In

µSR, a fast decay of muon depolarization below TN shows the onset of short-range

order, and the appearance of oscillations below TLRO confirms the long-range or-

der in agreement with magnetic susceptibility data. The oscillation patterns in

µSR data at low temperatures fit to a Bessel function, consistent with incommen-

surate ordering. An incommensurate spiral order has been confirmed in α-Li2IrO3

from both µSR and neutron scattering [50]. All these experimental results sug-

gest Ag3LiIr2O6 maintains all thermodynamic properties of α-Li2IrO3 in favor of

5The DOS calculations were done by Dr. W. Lafargue-Dit-Hauret and Dr. X. Rocquefelte.
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Kitaev interactions with a lower long-range magnetic ordering temperature.6

6The material discussed in this chapter is published in Ref.[44, 59]. The work at Boston
College was supported by the National Science Foundation under Grant No. DMR–1708929.
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CHAPTER IV

Effect of Structural Properties on Ir-Based

Kitaev Magnets

4.1 Introduction

A long standing challenge in condensed matter physics has been to access a

quantum spin liquid (QSL) ground state characterized by long-range entanglement

and fractionalized anyonic excitations [1, 3, 4, 24, 101]. The Kitaev model, one

of the most promising theoretical models of a QSL is heavily studied in quantum

materials with main characteristic features such as a spin-1/2 configuration, bond-

directional Ising interactions on a 2D honeycomb lattice with the potential to host

a QSL phase as well as Majorana excitations [20]. The prime candidates for the

Kitaev model are α-Li2IrO3, Na2IrO3, and α-RuCl3, but all three compounds

order magnetically at low temperatures and unfortunately fail to satisfy one of

the main criterion for an ideal Kitaev material which is to remain magnetically

disordered [21, 23, 35, 37, 38, 52, 84, 86].

Recently, a new class of intercalated Kitaev magnets have been synthesized

via a topo-chemical exchange of the inter-layer Li/Na atoms in α-Li2IrO3 and

Na2IrO3 with H, Cu, or Ag atoms, producing H3LiIr2O6, Cu3LiIr2O6, Cu2IrO3,

and Ag3LiIr2O6 [55, 59, 61, 70, 74, 90, 102, 103]. The motivation behind the
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synthesis of intercalated Kitaev magnets is to structurally modify the original

candidate material in favor of Kitaev interactions. It is claimed that this new

family of Kitaev magnets, specifically H3LiIr2O6 and Ag3LiIr2O6, are closer to the

QSL phase based on the absence of magnetic ordering in thermodynamic mea-

surements, a scaling behavior in the heat capacity, and a two-step release of the

magnetic entropy [1, 59, 74, 104]. Both bond disorder and modified inter-layer

coordination are hypothesized as possible mechanisms for the proximity to the

QSL ground state [1, 55, 59, 105]. It is worth mentioning that the modification of

the prime candidate via a topo-chemical reaction will add more structural disorder

such as stacking faults. Furthermore, if the quality of the honeycomb ordering in

the parent compound used as a precursor is not well-defined, the structural modi-

fication can introduce rows of unwanted atoms in the honeycomb layers and break

the honeycomb ordering pattern. Currently, there have been no careful experimen-

tal works to examine these hypotheses and elucidate the role of structural disorder

in the intercalated Kitaev magnets. It is important to study the effect of structural

disorder on the thermodynamic properties of intercalated Kitaev magnets and to

avoid the misinterpretation of experimental results.

In this chapter, we present a careful study on the effect of structural disorder

on one of the intercalated Kitaev magnets, Ag3LiIr2O6. We show that the signa-

tures of magnetic ordering may be hidden in a disordered sample, but they emerge

unmistakably in a clean sample. Based on our experimental results, the onset of

magnetic ordering in the clean limit is unaffected by the inter-layer coordination,

and the nature of disorder in Ag3LiIr2O6 is inconsistent with a randomized bond

picture [1]. Our experimental discussion is organized in five sections. First, a

comparison between the x-ray diffraction patterns of disordered and clean sam-

ples of α-Li2IrO3 and Ag3LiIr2O6. Second, a comparison between the low temper-

ature data of magnetic susceptibility of clean (S1) and disordered (S2) samples of
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Ag3LiIr2O6. In a clean sample (S1), we reveal a peak in the magnetic susceptibility

at the Néel temperature TN = 14 K followed by a sharper downturn at TLRO=8 K,

the onset of a long-range magnetic order, as discussed in chapter III. Such a peak

is absent in a disordered sample (S2). Third, we also reveal a peak in the heat

capacity of S1 at TN , which turns into a mild change of slope in S2. Fourth, using

muon spin relaxation (µSR) measurements, we show that the µSR oscillations are

not visible in the disordered sample (S2) which can mistakenly be interpreted as

evidence for a QSL phase, while as discussed in chapter III, TN marks the onset

of an incommensurate magnetic order with short-range correlations that becomes

long-range below TLRO in the clean sample S1. Fifth, we use transmission electron

microscopy (TEM) to reveal extended regions of silver inclusion within the hon-

eycomb layers of S2 that are absent in S1. After a complete comparison between

the thermodynamic properties of clean and disordered samples of Ag3LiIr2O6, in

the second part of this chapter I will provide a comparison between the structural

and thermodynamic properties of a clean sample of Ag3LiIr2O6 and H3LiIr2O6.

The results of this chapter are published in Ref. [44, 64].

4.2 Methods

4.2.1 Material Synthesis

Ag3LiIr2O6 was synthesized via a topo-tactic cation-exchange reaction as re-

ported in Ref. [59, 70]. To prepare the samples in two different limits, it was

important to prepare the parent compound, α-Li2IrO3 in two different honey-

comb ordering qualities. A higher quality of the honeycomb ordering in α-Li2IrO3

increases the duration of the topo-chemical reaction and it requires keeping the

mixture of α-Li2IrO3 and AgNO3 under mild synthesis conditions for longer. The

weaker honeycomb ordering in α-Li2IrO3 is one of the main reasons for breaking
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the honeycomb networks and replacing them with rows of unwanted Ag atoms.

We minimized the stacking faults in the precursor α-Li2IrO3 by performing a se-

quential solid-state synthesis at 900, 1000, and 1015 ◦C for 24, 32, and 48 h,

respectively [34]. We increased the duration of the topo-tactic reaction to several

days (up to 7 days) to ensure a complete exchange of the high-quality α-Li2IrO3

precursor. The sample S1 was prepared via a chemical substitution of very high-

quality α-Li2IrO3 and sample S2 was made with a lower honeycomb ordering

quality α-Li2IrO3 sample [59].

4.2.2 Characterization

Powder X-ray diffraction - The PXRD was performed using a Bruker D8 ECO

instrument equipped with a Cu-Kα source and a 1D LINXEYE-XE detector. The

quality of both the parent compound and the Ag-exchange material are confirmed

via a careful evaluation of high-resolution x-ray diffraction data. After each step of

reheating and annealing the precursor, α-Li2IrO3, the measured x-ray diffraction

pattern was examined to decide upon the next synthesis condition.

Magnetism and Heat capacity - Magnetization and heat capacity were mea-

sured using a Quantum Design MPMS3 and Dynacool PPMS, respectively. Poly-

crystalline specimens of both disordered and clean limits of α-Li2IrO3 and Ag3LiIr2O6

were used for measurements. For the magnetization measurements, about 30 mg

of a polycrystalline sample were packed in a plastic capsule and mounted on a

brass holder. For the heat capacity measurements, a powder sample was pressed

into a pellet and cut into a rectangular shape with a mass of about 4.5 mg.

Transmission Electron Microscopy - The electron diffraction (ED) and high

angle annular dark field scanning TEM (HAADF-STEM) were performed using

an aberration corrected JEM ARM200F microscope.1

1The TEM measurements were done by Dr. O. Lebedev.
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Muon Spin Relaxation - The µSR experiments were carried out at the Paul

Scherrer Institute (PSI) using a 3He refrigerator with the Dolly Multi Purpose

Surface-Muon Instrument (sample S1), and a gas flow cryostat with the Gen-

eral Purpose Surface-Muon (GPS) Instrument (both samples). The Musrfit pro-

gram [93] was used for data analysis. Sample S1 was pressed into a pellet 13 mm in

diameter and 1 mm thick, and sample S2 was 13 mm in diameter and 1.2 mm thick.

The pellets were wrapped in a 25 µm thin silver foil and mounted with varnish

on copper holders. The same holder was used to mount S1 in both spectrome-

ters. Initial measurements were made on sample S2 using a dilution refrigerator

and gas flow cryostat on the EMU spectrometer at the ISIS Muon Source at the

Rutherford Appleton Laboratory.2

4.3 Structural Quality

The important difference between the two Ag3LiIr2O6 samples, S1 and S2, is

in the α-Li2IrO3 precursor used in their synthesis. Figure 4.1(a) compares the

x-ray patterns between two α-Li2IrO3 precursors, shown in black and red, used

for the synthesis of samples S1 (clean) and S2 (disordered), respectively. The

region between 19◦ to 24◦ gives information about the quality of honeycomb or-

dering in α-Li2IrO3 (Fig. 4.1a, left inset). The black x-ray pattern with sharp

and well-separated peaks indicates better honeycomb ordering and fewer stack-

ing faults than the red x-ray pattern. A similar level of disorder carries over to

the Ag3LiIr2O6 produced from these precursors. However, when the honeycomb

ordering is not strong, the honeycomb networks can break during the chemical

substitution of the parent compound and lead to rows of unwanted atoms. We

also reveal the effect of disorder on the magnetic behavior of α-Li2IrO3 by plot-

2The µSR experiments and analysis have been done by Prof. M. Graf, Dr. E. Kenney, Dr.
C. Wang, Dr. A. Berlie.
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Figure 4.1: (a) X-ray patterns of two α-Li2IrO3 precursors used in the synthesis of
clean (black) and disordered (red) Ag3LiIr2O6. The region of honeycomb peaks is
magnified in the left inset. Temperature dependence of the DC magnetic suscep-
tibility in the two α-Li2IrO3 precursors is presented in the right inset. (b) X-ray
patterns of two Ag3LiIr2O6 , S1 (black) and S2 (red). The peak at 28.5◦ in the
two Ag3LiIr2O6 samples is compared in the left inset. The region of honeycomb
peaks is magnified in the right inset.
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ting the DC susceptibility of both α-Li2IrO3 samples as a function of temperature

below 60 K in the right inset of Fig. 4.1(a). The red curve does not show any

signs of magnetic ordering and shows a long tail in the low temperature region, a

sign of a higher level of stacking faults, while the black curve shows a peak at the

AFM transition at 15 K, consistent with previous reports on α-Li2IrO3 [34–36,

52]. Based on the DC magnetic susceptibility of clean and disordered samples

of α-Li2IrO3, it is clear that having a high level of stacking fault disorder in the

parent compound conceals the signs of long-range AFM order; thus it is crucial to

confirm the quality of the precursor via different thermodynamic measurements

in addition to x-ray diffraction before the topo-tactic reaction.

Figure 4.1(b) shows the difference between the x-ray patterns of Ag3LiIr2O6

samples S1 (black) and S2 (red). The main differences between the two samples are

the intensity of the peak at 28.5◦ (left inset) and the sharpness in the asymmetric

honeycomb peaks (right inset). S1 has sharper asymmetric honeycomb peaks and a

shorter peak at 28.5◦, which is similar to a prior report [70]. Whereas we have used

AgNO3 for the silver-exchange reaction, the authors of Ref. [70] used a mixture

of AgNO3/KNO3 for the reaction. In S2, the honeycomb peaks are broader, and

the intensity of the two peaks at 28.5◦ and 35.3◦ are nearly the same. Note the

honeycomb ordering peaks in both S1 and S2 samples appear as an asymmetric

broadening peak that confirms a higher level of stacking fault disorders in the

Ag-exchange system compared even to the disordered samples of α-Li2IrO3.

4.4 Structural Disorder

Here we characterize the structural disorder in the Ag-exchange materials using

high-resolution HAADF-STEM images from both samples S1 and S2 in Fig. 4.2.

The images reveal extended regions of Ag inclusion within the honeycomb layers in

S2, unlike S1 which is devoid of such inclusions. The characteristic feature of each
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honeycomb layer in Fig. 4.2(a,b) is a repeating pattern of a pair of Ir atoms (large

bright spots) separated by a Li atom (not visible). This pattern is interrupted

in sample S2 by rows of unwanted Ag atoms (smaller bright spots) as indicated

by the arrows of Ag atoms in Fig. 4.2(a). Note that Ag inclusions take the form

of extended defects (rows of Ag atoms) instead of local defects (singular inter-

site disorder). The distinction between local and extended defects are especially

important in theoretical modeling of disordered Kitaev magnets [106, 107].

In the inset of Fig. 4.2(a), a crystallographic model is overlaid on the magnified

image to identify the Ag, Ir, Li, and O atoms as blue, yellow, pink, and red spheres,

respectively (only the Ag and Ir atoms are clearly visible). The arrows indicate

where the unwanted Ag atoms (blue) are inserted within the Ir layer (yellow). In

contrast, the HAADF-STEM image from the clean sample S1 in Fig. 4.2(b) shows

pristine honeycomb layers free from Ag inclusions.

We present the ED patterns for S1 and S2 in the top insets of Fig. 4.2(a,b).

The streaking in ED patterns is due to the stacking faults in the form of angular

twist between the adjacent layers as shown in other honeycomb materials [63].

Upon careful inspection, the ED pattern of sample S1 reveals less streaking than

S2. This is consistent with the synthesis of sample S1 from a precursor α-Li2IrO3

with fewer stacking faults as explained in 4.3 (Fig. 4.1).

4.5 Magnetization and Heat Capacity

A complete review on the thermodynamic properties of the clean sample of

Ag3LiIr2O6 (S1) is presented in chapter III. Here we focus on the main differences

in magnetization and heat capacity data of clean (S1) and disordered samples (S2).

Figure 4.3(a) shows a comparison in the C/T curves between samples S1 (clean)

and S2 (disordered). Whereas S2 shows a slight change of slope at TN = 14 K, S1

reveals a peak. Notice that without having the clean sample S1, the heat capacity
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Figure 4.2: (a) Electron diffraction (top inset) and HAADF-STEM image from
the disordered sample S2. A structural model is overlaid on the magnified image
in the bottom inset with blue, yellow, pink, and red spheres for the Ag, Ir, Li,
and O atoms, respectively. The arrows indicate where Ag atoms replace Ir atoms
within the honeycomb layers. (b) Similar images from the clean sample S1 where
Ag inclusion is absent.
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Figure 4.3: (a) Comparison between C/T as a function of temperature below 30 K
in the clean sample S1 (black) and disordered sample S2 (orange). The orange
curve is shifted by −0.014 K for clarity. (b) χ(T ) curves are compared between
the clean sample S1 (black points) and disordered sample S2 below 80 K.

of S2 could have been misinterpreted as the absence of magnetic ordering. This

shows the importance of improving sample quality, since without having access to

S1, we could not have associated the peak at TL with the entropy release from a

long-range AFM order instead of entanglement. However, a two-peak structure

in the heat capacity data of a magnetically ordered Kitaev material is evidence

of its proximity to the Kitaev limit as is theoretically predicted by a study on a

generalized Kitaev-Heisenberg model [85], and our discussion does not discredit

the iridates and α-RuCl3 as Kitaev candidates [36, 96].

We next compare the magnetic susceptibility of the clean sample (S1) and

disordered sample (S2) in Fig. 4.3(b). A susceptibility peak is present in the

former, but absent in the latter. The absence of such a peak in a sample with

the same quality as S2 has been misinterpreted as evidence of proximity to a

Kitaev spin liquid [59]. After improving the sample quality of Ag3LiIr2O6, we

were able to observed the AFM peak in the high-quality sample S1. Based on our

results, it would be insightful to revisit recent claims of a QSL phase in another

Kitaev material H3LiIr2O6, which suffers from a higher level of disorder than

Ag3LiIr2O6 [72, 74]. A large low-temperature tail in χ(T ) has been observed in

H3LiIr2O6 similar to the behavior of sample S2 in Fig. 4.3(b). The question is
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whether a peak is hidden under that low-temperature tail. In a similar vein,

recent claims of a disordered QSL phase in Cu2IrO3 based on the absence of a

peak in χ(T ) may be questionable [105]. In fact, a small peak at 2 K has been

reported in higher-quality samples of that material and diagnosed as a signature

of partial static magnetism [108].

To understand the magnetic interactions in Ag3LiIr2O6, we compared the re-

sults of a Curie-Weiss (CW) analysis of the inverse susceptibility (1/χ) for both

clean (S1) and disordered (S2) samples [44, 59]. The CW fit for the S1 sample

yields a CW temperatureΘCW=−132(1) K and a magnetic moment µeff =1.87(2) µB.

The same analysis on the same temperature range was done for the S2 sample and

yielded ΘCW=−142 K and µeff =1.79(2) µB. The negative sign of ΘCW indicates

AFM interactions, and its large magnitude compared to TN implies magnetic frus-

tration [109]. The values of µeff and ΘCW are comparable between S1 and S2 [44,

59] and suggests a similar interaction strength in both samples.

4.6 Muon Spin Relaxation

In chapter III, the results of µSR measurements on the clean sample S1 is

presented. The results for temperatures below 20 K are studied in detail for three

different regions: 20 K> T > TN (depolarization is dominated by the nuclear mo-

ments), TN > T > TLRO (depolarization is dominated by the electronic moments),

and T < TLRO (clear oscillations indicative of a long-range magnetic order). Here,

we only focus on the comparison between the µSR data of clean (S1) and disor-

dered (S2) samples.

We compare the polarization (normalized asymmetry) at 10 K between samples

S1 and S2 in Fig. 4.4(a). At this temperature (TN > T > TLRO) neither S1 nor

S2 shows oscillations; however, the fast decay below 1 µs is visibly faster in S1.

Note that the long-time tail of polarization converges to the same value in both
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Figure 4.4: (a) Muon polarization (P = A/A0 where A0 is the initial asymmetry)
as a function of time in S1 and S2 at 10 K (TN > T > TLRO). (b) Polarization
curves below 1 µs in S1 and S2 at 1.6 K (T < TLRO). The oscillations are barely
discernible in the disordered sample S2, although the initial depolarization is com-
parable between S1 and S2. (c) Polarization scans in the disordered sample S2 at
0.05 K under LF from 0 to 1000 G. The data in panel (c) were collected at ISIS
facility. (d) By analyzing the recovery of the initial asymmetry with increasing
field, we estimate Bint = 263 G in S1 and 113 G in S2. Solid lines are guides to
the eye.
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samples, indicating weak dynamics. We conclude that the same magnetic ordering

starts below TN in both samples, but the short-range correlations are stronger in

S1 as evidenced by the larger fast decay with a rate of λF (equation 3.5) than in

S2.

Figure 4.4(b) compares the polarization curves as a function of time for both S1

and S2 samples at 1.6 K. The oscillations in sample S1 are clearly observed which

are indicative of high-quality sample; however, sample S2 barely shows any sign of

oscillations and without access to the results of sample S1 a careful µSR analysis

was not possible. Two additional observations in Fig. 4.4(b) are worth noting.

First, at extremely short timescales (less than 0.1 µs) the fast depolarization is

identical in both samples. Second, the long-time depolarization tail (t > 0.8 µs)

converges between the two samples. From these observations, we conclude that

a similar incommensurate order exists in the ground state of both samples, but

with a longer correlation length in sample S1 than in S2, due to less structural

disorder.

The oscillations are barely visible in S2 at zero-field (ZF) µSR data, thus a fit

to Eq. 3.6 would not work. To calculate the internal field for the S2 sample, we

turned to the longitudinal field (LF) µSR data. Figure 4.4(c) shows the LF scans

collected from the disordered sample S2 at 0.05 K. Figure 4.4(d) shows that the

midpoint of recovery in S1 is at 350 G, yielding an internal field Bint = 263 G, in

good agreement with the Bmax = 269 G obtained from our Bessel function fit to

Eq. 3.6, as discussed earlier. The midpoint of recovery in S2 occurs at 150 G in

Fig. 4.4(d), yielding an internal field Bint = 113 G which is smaller than in sample

S1. A smaller internal field may result from a range of muon stopping sites in the

disordered sample. Since µSR is a local probe, we do not expect a major change

in the local field near Ir4+ sites below TN , but it is likely that muons probe a

range of stopping sites with slightly different chemical environment due to various
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levels of Ag inclusion across the sample. This explains the slow depolarization

of muons inside S2 at 10 K in Fig. 4.4(a), and the different polarization recovery

between S2 and S1 in Fig. 4.4(d). As noted earlier, it is not possible to fit the

ZF data in sample S2 to a Bessel function (Eq. 3.6) because the oscillations are

not discernible in the disordered sample. Thus, the LF analysis is the only way of

estimating the local internal field in S2.

4.7 Comparison Between X-ray Diffraction of Exchanged

Ir-Based Materials

Figure 4.5: The x-ray patterns of two intercalated Kitaev systems, H3LiIr2O6

(green) and Ag3LiIr2O6 (gray data). The inset shows the asymmetric broadening
of the honeycomb Bragg peaks in Ag3LiIr2O6 due to stacking faults. In H3LiIr2O6,
the honeycomb peaks are hardly discernible due to high structural disorder.

The x-ray pattern of a high-quality α-Li2IrO3 sample is presented in Fig. 3.1.

The sharp and well-separated Bragg peaks, specifically in the region between 20◦

to 30◦, are signatures of a high-quality sample as was discussed earlier. The x-ray

diffraction patterns of Ag3LiIr2O6 (green) and H3LiIr2O6 (gray) are presented in
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Fig. 4.5. Both Ag3LiIr2O6 and H3LiIr2O6 are synthesized via a structural modi-

fication of the inter-layer atoms and the associated chemical bonds in the parent

compound, α-Li2IrO3. The Li atoms are octahedrally coordinated with three O

atoms from the top and three from the bottom honeycomb layers in α-Li2IrO3.

These strong connections are replaced by linear and weaker connections in both

Ag3LiIr2O6 and H3LiIr2O6, therefore the exchanged materials have more stack-

ing faults than their parent compounds [44, 110]. The higher amount of stacking

faults in the intercalated Kitaev magnets is due to the inter-layer chemistry. The

weak linear bonds are responsible for more stacking faults in the exchanged ma-

terials. Ag3LiIr2O6 and H3LiIr2O6 suffers more from different structural disorders

such as stacking faults, unwanted atoms, or even changes in the oxidation states

of magnetic element compared to α-Li2IrO3 [44, 61, 63, 71, 110].

The inset of Figure 4.5 shows the honeycomb ordering peaks for Ag3LiIr2O6.

The honeycomb ordering peaks in Ag3LiIr2O6 are all merged together and appear

as an asymmetric, broadened peak. The asymmetric broadening of honeycomb

peaks is known as the Warren line shape, which is a signature of stacking disor-

der [111] and a sign for considerable stacking faults. In H3LiIr2O6, the small size

of H atoms and their high mobility make the chemical bonds even weaker than in

Ag3LiIr2O6. As such, H3LiIr2O6 has the highest degree of stacking faults among

the intercalated Kitaev magnets [72, 74, 110]. This is why the honeycomb peaks

of H3LiIr2O6 are not resolved by x-rays (Fig. 4.5). Also, a study on the single

crystal properties of H3LiIr2O6 shows the possibility of change in the oxidation

state of Ir atoms from 4+ to 3+ for which Ir is non-magnetic [71]. Unlike the solid

state reactions, topo-tactic exchange cannot be repeated to improve the sample

quality. Thus, getting rid of the stacking faults in these materials remains an open

challenge.
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4.8 Tuning Magnetic Interactions via Topo-Chemical Meth-

ods
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Figure 4.6: Exchange paths for (a) K, (b) J , and (c) Γ terms in Eq. 3.1. The
d and p orbitals are painted in blue and red, respectively. The numbers show the
hopping sequence in the perturbation.

As discussed in chapter III, the monoclinic unit cell and the honeycomb or-

dering in the 2D layers remain unchanged before and after exchange reactions.

However, the change of inter-layer coordination from octahedral to dumbbell mod-

ifies the M-O-M (M = transition metal) bond angles within the honeycomb layers.

Super-exchange magnetic interactions are sensitive to a change of bond angles and

thus topo-chemical reactions can be used to tune the magnetic interactions. There

are at least three terms in the magnetic Hamiltonian of the Kitaev materials, equa-

tion 3.1. The Kitaev term (K) favors QSL, the Heisenberg term (J) favors AFM

ordering, and the off-diagonal exchange term (Γ ) controls details of the ordered

structure. All three terms can be modified via topo-chemical reactions.

Figure 4.6 shows the individual exchange paths for each term in Eq. 3.1. The

Kitaev term is an indirect exchange interaction with hopping matrix elements tdpd
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between the dxz, pz, and dyz orbitals (Fig. 4.6(a)) [112, 113]. In addition to the

indirect exchange (K), Fig. 4.6(b) shows a direct exchange path for the Heisenberg

interaction (J) with hopping matrix element tdd between dxy orbitals, leading to

J ∼ t2dd/U in Eq. 3.1 [114]. Finally, a combination of direct and indirect paths

in Fig. 4.6(c) leads to the symmetric off-diagonal exchange, Γ ∼ tdpdtddJH/U
2,

where JH is the Hund’s coupling between the eg and t2g orbitals [62, 115]. The

hopping matrix elements (tdd and tdpd) are tuned by the M-O-M bond angle and

the M-M distance which can be tuned by the exchange reaction. For example,

(i) the change of O positions within the honeycomb layers due to the change of

inter-layer coordination modifies the M-O-M bond angle (ϕ in Fig. 4.6(a)) and

thereby tunes tdpd; (ii) according to theoretical calculations [21], the Heisenberg

interaction is canceled between the opposite paths if the bond angle ϕ is close to

90◦ (Fig. 4.6(a)); (iii) the hybridization between the Ag d-orbitals between the

layers and O p-orbitals within the layers tunes the ratio of tdpd/tdd.

4.9 Magnetic Characterization of Intercalated Kitaev Ma-

terials

To demonstrate the effect of topo-chemical modifications on the magnetic inter-

actions (Eq. 3.1 and Fig. 4.6), we compare the heat capacity and magnetic suscep-

tibility of the first- and second-generation Kitaev magnets. Figure 4.7(a) compares

the magnetic susceptibility curves in α-Li2IrO3, Ag3LiIr2O6, and H3LiIr2O6 as a

function of temperature below 30 K. The suppression of magnetic ordering due to

topo-chemcial changes in the intercalated Kitaev magnets is observed in the mag-

netic susceptibility data. The magnetic susceptibility of α-Li2IrO3 (black curve)

shows a clear anomaly at TN = 15 K indicating the antiferromagnetic (AFM) or-

der. The green curve representing Ag3LiIr2O6 shows two downturns at 14 K and
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Figure 4.7: (a) Magnetic susceptibility (χ) plotted as a function of temperature
below 30 K for the prime Kitaev magnet α-Li2IrO3 and its intercalated derivatives
Ag3LiIr2O6 and H3LiIr2O6. (b) Heat capacity (C/T ) plotted as a function of
temperature below 30 K for the Kitaev magnet α-Li2IrO3 and its intercalated
derivatives Ag3LiIr2O6 and H3LiIr2O6. The data for α-Li2IrO3 and Ag3LiIr2O6

are reproduced from Refs. [35, 44].
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8 K, corresponding to the onsets of short-range and long-range magnetic orders,

respectively [44]. The orange curve representing H3LiIr2O6 does not show any ev-

idence of magnetic ordering consistent with previous reports on this material [72,

74].

Figure 4.7(b) compares the heat capacity curves in α-Li2IrO3, Ag3LiIr2O6, and

H3LiIr2O6 as a function of temperature below 30 K. The peak in the heat capacity

of α-Li2IrO3 confirms long-range magnetic ordering at TN = 15 K, consistent

with the χ data. The order has been characterized as incommensurate spiral by

recent neutron scattering and muon spin relaxation (µSR) experiments [50, 51].

As seen in Fig. 4.7(b), this peak is shifted to lower temperatures in Ag3LiIr2O6

and seemingly disappears in H3LiIr2O6. The suppression of TN in intercalated

compounds Ag3LiIr2O6 and H3LiIr2O6 is a positive sign of approaching the QSL

phase, where long-range order is replaced by long-range quantum entanglement [1,

23]. Our µSR experiment [44] has shown a similar incommensurate spiral order

in Ag3LiIr2O6; however, the long-range order develops at 8 K in Ag3LiIr2O6, well

below TN = 15 K in α-Li2IrO3. Thus, the topochemical modification of bond

angles seem to strengthen K and weaken J in Eq. 3.1. A recent nuclear magnetic

resonance (NMR) experiment has shown absence of long-range order in H3LiIr2O6,

which is another promising result towards the discovery of a QSL phase [74].

4.10 Conclusion

By improving the sample quality, we have revealed signatures of a long-range

incommensurate order in Ag3LiIr2O6. A broad peak in the magnetic susceptibility

and heat capacity at 14 K marks the onset of short-range magnetic ordering and

a sharper downturn at 8 K indicates the onset of long-range magnetic ordering.

Such a peak is absent in the disordered sample, which hinders the recognition of

a long-range order in Ag3LiIr2O6. In µSR, a similar pattern is observed, oscilla-
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tions at base temperature are barely visible in the disordered sample while they

are clearly observed in the clean limit. The oscillation patterns at low tempera-

tures can be fitted to a Bessel function in the clean sample while such analysis

is not possible for the disordered sample. Our HAADF-STEM images confirm a

moderate level of extended defects (Ag inclusion) in the disordered Ag3LiIr2O6

sample made from a lower quality α-Li2IrO3. In the disordered sample, the Ag

atoms enter the honeycomb layer and disrupt the long-range magnetic order. This

effect must be distinguished from the lack of magnetic ordering due to long-range

entanglement in a QSL. Such a structural disorder can spuriously hide the long-

range order and be misinterpreted as evidence of a QSL phase. As noted earlier,

H3LiIr2O6 is even more disordered compared to Ag3LiIr2O6 due to the high mo-

bility of the H atoms, which causes bond randomness and site vacancies within

the honeycomb layers [72] and a lack of control over the number of intercalated

H atoms between the honeycomb layers which can change the oxidation state of

the Ir atoms. This discussion does not undervalue the importance of the role of

topo-chemical reactions in the modification of magnetic interactions in a Kitaev

magnet to enhance the Kitaev interactions in the prime Kitaev candidate. Here

we aim at providing an experimental comparison between the thermodynamic be-

havior of the intercalated Kitaev magnets in different structural qualities to avoid

any misinterpretation of experimental observation.3

3The materials discussed here are published in Ref. [44, 64]. The work at Boston college is
funded by the National Science Foundation under Award No. DMR-1708929 ([44]) and the Air
Force Office of Scientific Research under award number FA2386-21-1-4059 ([64]).
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CHAPTER V

First Demonstration of Tuning Between Kitaev

and Ising Limits in a Honeycomb Lattice

5.1 Introduction

An exotic quantum state in condensed matter physics is the Jeff = 1
2
state in

honeycomb iridate materials that leads to the Kitaev exchange interaction [1, 20,

21, 23, 116, 117]. The Jeff = 1
2
state is a product of strong spin-orbit coupling

(SOC) effect in heavy Ir4+ ions that splits the t2g manifold into a Jeff = 3
2
quartet

and a Jeff = 1
2
doublet. With five electrons in the 5d5 configuration, the effect

of crystal electric field (CEF) splits the five degenerate levels into the doubly

degenerate eg and triply degenerate t2g orbital states and, further, the effect of

strong SOC leads to the total effective angular momentum Jeff = 1
2
and Jeff = 3

2

states. Iridates have one electron (or equivalent to that one hole) in the spin-orbital

Jeff = 1
2
state that satisfies the prerequisites of the Kitaev interaction (spin-1/2

configuration) in a honeycomb lattice as shown by earlier studies [1, 21, 23, 116,

117].

In this chapter, we introduce a new spin-orbital state, µ = 1
2
, which we have

engineered by tuning the interplay between two energy scales: the SOC (λSOC)

and the trigonal crystal field splitting (∆T). The µ = 1
2
state drives Ising instead
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of Kitaev interactions. Although the Ising limit has been discussed in several

theoretical studies [28, 49, 118, 119], a transition between the Kitaev and Ising

limits has not been demonstrated until now. It has been theoretically predicted

that the Kitaev limit in Na2IrO3 can be tuned to an Ising limit under uniaxial

physical pressure [118], but the required pressure has not been achieved. The

Ising limit is relevant to MPS3 (M = Mn, Fe, Ni) compounds [119], however, a

transition from the Ising to Kitaev limit has not been discussed in those materials,

even at a theoretical level. This work presents the first experimental observation

of a transition between the Kitaev and Ising limits in the same material family.

Our experiment was motivated by a survey of the average Curie-Weiss temper-

ature (Θavg
CW) and the antiferromagnetic (AFM) or spin-glass transition tempera-

tures (TN/Tg) of the two-dimensional (2D) Ir, Rh, and Ru-based Kitaev materials

(Fig. 5.1a and Table 5.1). These compounds can be categorized into two groups.

The first-generation Kitaev magnets include α-Li2IrO3, Na2IrO3, Li2RhO3, and

α-RuCl3, synthesized by conventional solid-state methods. The first-generation

candidates are prepared under high-temperature conditions via a direct synthe-

sis method [34–38, 56, 57, 120–122]. The second-generation materials, such as

H3LiIr2O6, Cu3LiIr2O6, Cu3NaIr2O6, Cu2IrO3, and Ag3LiIr2O6, have been re-

cently synthesized by exchanging the inter-layer alkali (Li+ and Na+) in the first-

generation compounds with H+, Cu+, and Ag+ using topo-chemical reactions

under mild conditions. The second-generation Kitaev candidates are metastable

materials and they can only be synthesized via modification of the first-generation

materials under low-temperature heating conditions [44, 55, 59–61, 64, 70, 74,

90, 108, 123–125]. Both the first and second-generation iridates appear in the

same region of the phase diagram in Fig. 5.1a due to the overwhelming effect of

SOC. The strong effect of SOC dominantly controls the magnetic and thermo-

dynamic behavior in the iridate materials and prevents significant alterations in
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Figure 5.1: Phase Diagram. (a) Critical temperature (Tc) plotted against the
Curie-Weiss temperature (Θavg

CW) using the data in Table 5.1 for polycrystalline 2D
Kitaev materials. Circles and triangles represent AFM and spin-glass transitions,
respectively. The iridate materials are (from left to right) Cu3LiIr2O6, Ag3LiIr2O6,
Na2IrO3, Cu3NaIr2O6, Cu2IrO3, H3LiIr2O6, and α-Li2IrO3. (b) Structural rela-
tionship between the first and second-generation Kitaev systems, Li2RhO3 and
Ag3LiRh2O6, with enhanced trigonal distortion in the latter, as evidenced by the
change of bond angles after cation exchange.

both Curie-Weiss and transition temperatures via structural modification. The 4d

systems, namely Li2RhO3 and α-RuCl3, appear to be shifted horizontally but not

vertically from the iridate block. The 4d transition-metals (Ru/Rh) are lighter el-

ements compared to Ir; therefore, a decrease in the SOC effect leads to a change in

the value of the CW temperature. Despite theoretical predictions of diverse mag-

netic phases for the Kitaev materials [62, 115], it seems all 2D Kitaev materials

studied so far aggregate in the same region of the phase diagram with TN ≤ 15 K

and a Jeff = 1
2
state. This observation prompted us to experimentally investigate

the possibility of tuning the local spin-orbital state and the magnetic ground state

in the same material family.

We focused on rhodate (4d) systems where the SOC is weaker than in the iri-

date (5d) systems, and ∆T has a better chance to compete with λSOC. Evidence of

such competition can be found in earlier DFT studies of the honeycomb rhodates,

where a high sensitivity of the magnetic ground state to structural parameters

has been reported [56, 126]. To enhance ∆T, we replaced the Li atoms between
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Table 5.1: The effective moment µeff, average Curie-Weiss temperature Θavg
CW , and

critical temperature Tc, listed from polycrystalline specimens of Kitaev magnets.

Material µeff (µB) Θavg
CW (K) Tc (K) Ref.

F
ir
st

G
en
. Li2RuO3 2.2 −44 Tg = 6 [40, 41, 56, 57]

α-Li2IrO3 1.8 −105 TN = 15 [34, 36]
Na2IrO3 1.9 −123 TN = 15 [35, 55]
α-RuCl3 2.2 +23 TN = 15.6 [120]

S
ec
on

d
G
en
. Cu2IrO3 1.9 −110 Tg = 3 [55, 108]

Ag3LiIr2O6 1.9 −132 TN = 8 [44]
Cu3LiIr2O6 2.1 −145 TN = 15 [90]
Cu3NaIr2O6 2.0 −113 TN = 10 [90]
H3LiIr2O6 1.6 −105 [74]
Ag3LiRh2O6 1.8 +43 TN = 94 this work

the layers of Li2RhO3 with Ag atoms, and synthesized Ag3LiRh2O6 topochemi-

cally (Fig. 5.1b). The change of inter-layer bonds leads to a trigonal compression

along the local C3 axis (Fig. 5.1b). Using crystallographic refinement (Fig. 5.2,

Tables 5.2, and 5.3), we determined the bond angles within the local octahedral

(Oh) environments of both compounds and quantified the trigonal distortion by

calculating the bond angle variance [49] σ =
√∑12

i=1(θi − θ0)2/(m− 1), where

m is the number of the angles in an octahedron (m = 12) and θ0 = 90◦ for

an undistorted octahedron. In an ideal octahedron, σ = 0. In Ag3LiRh2O6, we

found σ = 6.1(1)◦, nearly twice the σ = 3.1(1)◦ in Li2RhO3. It has been noted

in earlier theoretical works [28, 118] that a trigonal distortion can reconstruct the

spin-orbital states and lead to new magnetic regimes; however, it has also been

noted that such a regime may not be accessible in iridate materials due to the

overwhelmingly strong SOC. As shown in Fig. 5.1a, we induced such a change of

regime between Li2RhO3 and Ag3LiRh2O6 using chemical pressure. The results

of this chapter are published in Ref. [33].
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Table 5.2: Unit cell dimensions and refinement parameters are listed for both
Li2RhO3 and Ag3LiRh2O6 from Rietveld refinements in the space group C2/m
(Fig. 5.2).

Material Li2RhO3 Ag3LiRh2O6

Mass (gr/mol) 164.787 632.364
a (Å) 5.11081(5) 5.23163(9)
b (Å) 8.83505(8) 9.05596(15)
c (Å) 5.09945(6) 6.46649(8)
β (◦) 109.61155(88) 74.6384(18)
V (Å3) 216.904 295.420
Z 4 2
D (gr/cm3) 5.046 7.101
Rp 8.67 6.98
Rexp 5.93 6.00
χ2 4.24 2.95

5.2 Methods

5.2.1 Material Synthesis

Similar to other second-generation Kitaev magnets, Ag3LiRh2O6 is a metastable

compound. It is synthesized through a topotactic cation-exchange reaction under

mild conditions from the first-generation parent compound, Li2RhO3.

2Li2RhO3 + 3AgNO3 −→ Ag3LiRh2O6 + 3LiNO3 (5.1)

Li2RhO3 was synthesized following prior published works [70]. To perform the

topotactic exchange reaction, Li2RhO3 and AgNO3 powders were mixed very well,

pressed into a pellet, and heated to 350 ◦C for 1 week. To avoid decomposition

of AgNO3 during the heating process, the material is sealed under Ar gas. After

reaction, the excess AgNO3 and produced LiNO3 were removed via washing with

deionized water.
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Figure 5.2: X-ray data. (a) Rietveld refinement (black line) on the powder x-ray
pattern (blue data) of Li2RhO3. The expected reflections are indexed with black
tics and the green line is the fit residual. The Bragg peaks in the inset are due to
honeycomb ordering. (b) Rietveld analysis for Ag3LiRh2O6 (red data). A larger
amount of stacking faults in Ag3LiRh2O6 leads to an asymmetric broadening of the
honeycomb peaks (Warren line shape) commonly observed in delafossite structures
([63, 127]). (c) The inter-layer bonding, oxygen coordination, trigonal distortion,
and RhO6 octahedra in Li2RhO3. (d) The larger inter-layer spacing and larger
trigonal distortion (compression along the local C3 axis) in Ag3LiRh2O6.
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Table 5.3: Wyckoff sites, atomic coordinates, and site occupancies are listed for
both Li2RhO3 and Ag3LiRh2O6. The isotropic Debye-Waller factors (Biso) are
less than 1.0 Å2 for all atoms. Since O and Li atoms are practically invisible to
x-rays, the O and Li positions are modeled based on the honeycomb structures of
α-Li2IrO3 and Ag3LiIr2O6 ([57, 59]). An artificial mixing between the Rh and Li
atoms is introduced in sites 4g and 2a to account for the stacking faults similar to
the published refinement for Li2RhO3 ([57]).

Li2RhO3

Atom site x y z occupancy
O1 8j 0.245 0.321 0.759 1.000
O2 4i 0.255 0 0.773 1.000
Rh1 4g 0 0.33253(1) 0 0.870(1)
Li1 4g 0 0.33253(1) 0 0.130(1)
Rh2 2a 0 0 0 0.259(2)
Li2 2a 0 0 0 0.741(2)
Li3 4h 0 0.819(1) 1/2 1.000
Li4 2d 0 1/2 1/2 1.000
O-Rh-O angles 90.06(3) 94.53(3) 86.46(6)
Rh-O lengths 1.9934(10) 2.0307(10)

Ag3LiRh2O6

Atom site x y z occupancy
O1 8j 0.3880 0.3314 0.8324 1.000
O2 4i 0.1090 1/2 0.1670 1.000
Li1 4g 0 0.66734(32) 0 0.234(1)
Rh1 4g 0 0.66734(32) 0 0.770(2)
Li2 2a 0 0 0 0.484(2)
Rh2 2a 0 0 0 0.524(2)
Ag1 4h 1/2 0.32325(28) 1/2 1.000
Ag2 2d 0 1/2 1/2 1.000
O-Rh-O angles 95.77(9) 95.88(9) 83.33(14)
Rh-O lengths 2.021(3) 2.03266(6) 2.025(3)
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5.2.2 Crystal Structure

Powder x-ray diffraction (PXRD) was performed using a Bruker D8 ECO in-

strument in the Bragg-Brentano geometry, using a copper source (Cu-Kα) and a

LYNXEYE XE 1D energy dispersive detector. The FullProf suite was used for the

Rietveld analysis [76] to create a CIF which was then visualized by VESTA [81].

Peak shapes were modeled with the Thompson-Cox-Hastings pseudo-Voigt profile

convoluted with axial divergence asymmetry.

Topo-chemical reactions are excellent tools to induce local distortions in a crys-

tal structure without changing its global symmetries. Any small modification in

the structure of the first-generation compound leads to changes in the positions of

other atoms in the material and slightly modifies their orientation in the unit cell.

For example, the PXRD patterns of both Li2RhO3 and Ag3LiRh2O6 in Fig. 5.2a,b

fit to a layered structural model in the space group C2/m. The satellite Bragg

peaks in the insets of Fig. 5.2a,b correspond to a honeycomb ordering of the Rh

and Li atoms within each layer. The honeycomb ordering and stacking of the

honeycomb layers are well-defined in Li2RhO3 as the Bragg peaks in the 20◦ to

30◦ range are observed to be sharp and well-separated, see the inset of Fig. 5.2a.

Meanwhile, the honeycomb peaks in Ag3LiRh2O6 are merged together and have

an asymmetric broadening shape due to an increase in the level of stacking faults

in the compound, see the inset of Fig. 5.2b. Despite having the same space group

and honeycomb ordering, Li2RhO3 and Ag3LiRh2O6 have different local symme-

tries that profoundly impact their magnetic behaviors. Specifically, Fig. 5.2c,d

show different inter-layer bonding, with LiO6 octahedra and AgO2 dumbbells

connecting the honeycomb layers in Li2RhO3 and Ag3LiRh2O6, respectively. A

weaker connection between the honeycomb layers in Ag3LiRh2O6 pushes the O

atoms towards honeycomb layers and distorts the octahedral environment around

the magnetic atoms in the honeycomb layers. The local environment of cations
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around each O is also changed from pseudo-octahedral in Li2RhO3 to pseudo-

tetrahedral in Ag3LiRh2O6. These changes enhance the trigonal distortion of the

octahedral environment within the honeycomb layers of Ag3LiRh2O6 compared to

Li2RhO3. The O-Rh-O bond angles in Fig. 5.2c,d and the arrows in Fig. 5.2d indi-

cate the trigonal compression along the local C3 axis. A bond valence sum analysis

(BVS=
∑

i(ℓ0 − ℓi)/b0) yields the oxidation state of +3.8 for Rh in Ag3LiRh2O6,

which is not far from the expected +4 value. The bond valence parameter ℓ0 is

available only for b = 0.422 according to the bvparm2020 database. There have

been no recent efforts to correct ℓ0 for b = 0.37 which is the current standard.

5.2.3 Magnetization, Heat Capacity, and Resistivity

Magnetization was measured using a Quantum Design MPMS3 with the pow-

der sample packed into a plastic capsule mounted on a low-background brass

holder. The measurements for both Li2RhO3 and Ag3LiRh2O6 are performed un-

der the same condition, DC measurements with continuous measurement mode.

Both the electrical resistivity (four-probe technique) and heat capacity (relaxation-

time method) were measured on a pressed pellet using a Quantum Design PPMS

Dynacool. Given that both Li2RhO3 and Ag3LiRh2O6 have Rh4+ ions in the 4d5

configuration, with a single hole in the t2g level, it is reasonable to assume a Mott

insulating ground state. Figure 5.3 shows an insulating (activated) behavior in the

resistivity of both compounds consistent with this picture. By fitting the data to

an Arrhenius model, ρ ∝ exp(∆/T ), we extract the gap values of approximately

145 meV and 52 meV in Li2RhO3 and Ag3LiRh2O6, respectively (Fig. 5.3a). How-

ever, as shown in Fig. 5.3b, these data are better described by a Mott variable

range hopping (VRH) model, ρ ∝ exp[(D/T )
1
4 ], which has been used for Na2IrO3

and Cu2IrO3 as well [37, 55, 128]. The Mott VRH can describe strongly disordered

systems with localized charge-carrier states better.

101



Figure 5.3: Resistivity curves. (a) Arrhenius fit of the resistivity data as a
function of temperature in both Li2RhO3 and Ag3LiRh2O6. (b) Mott variable
range hopping fit of the resistivity data as a function of temperature.

5.2.4 Transmission Electron Microscopy

Electron diffraction (ED), high-angle annular dark-field scanning TEM

(HAADF-STEM), and annular bright-field scanning TEM (ABF-STEM) were per-

formed using an aberration double-corrected JEM ARM200F microscope operated

at 200 kV and equipped with a CENTURIO EDX detector, Orius Gatan CCD

camera and GIF Quantum spectrometer [63, 129]1.

Layered delafossite-type structures are prone to disorder, which can alter their

magnetic properties [44, 64]. We used high-resolution STEM imaging to investi-

gate the disorder at an atomic level. In Li2RhO3, the dominant form of disorder

is a mild concentration of interstitial Rh atoms between the honeycomb layers

(blue circles in Fig. 5.4a). Prior to this study, it had been assumed that disor-

der in Li2RhO3 is in the form of Li-Rh anti-site mixing within the honeycomb

layers due to the similar ionic radii of Li1+ and Rh4+ ions [40, 41, 56, 126]. Al-

though this idea is sensible based on the comparable size of Li and Rh atoms,

our HAADF-STEM and ABF-STEM images in Fig. 5.4a rule out such anti-site

disorder. In HAADF-STEM, the image contrast is proportional to the thickness

1The TEM measurements were performed by Dr. Oleg I. Lebedev at Laboratoire CRISMAT.
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Figure 5.4: Transmission electron microscopy. (a) HAADF-STEM (left)
and ABF-STEM (right) images of Li2RhO3, showing interstitial Rh atoms be-
tween the layers (blue circles). The nearly perfect stacking of honeycomb layers is
most likely due to their pinning by interstitial Rh atoms. The honeycomb layers
are characterized by a repeating pattern of pairs of Rh atoms (large spots) sepa-
rated by a single Li atom (invisible due to small electron density) [63, 108]. (b)
HAADF-STEM images of Ag3LiRh2O6 viewing the crystals from [100] (left) and
[010] (right) directions. The white zig-zag pattern highlights stacking faults due
to a rotation of adjacent layers between the [100] and [110] directions. A crystal-
lographic model (from PXRD) is overlaid on the TEM images of both Li2RhO3

and Ag3LiRh2O6 with the Ag, Rh, Li, and O atoms appearing as yellow, cyan,
pink, and red spheres.

of the crystal and the square of the atomic number (Z2) [129], which makes Li

(Z = 3) and Rh (Z = 45) atoms easily distinguishable as dark and bright spots,

respectively. The presence of honeycomb ordering leads to a distinct pattern of

pairs of Rh (bright spots) separated by a Li (dark spot) [63]. Nowhere in Fig. 5.4a

do we see a breaking of this pattern. As such, Fig. 5.4a unambiguously confirms

the absence of anti-site disorder within the honeycomb layers and identifies the

interstitial Rh atoms between the honeycomb layers as the main form of disorder

in Li2RhO3. Figure 5.4b is a HAADF-STEM image of the Ag3LiRh2O6 lattice,

where disorder is predominantly in the form of stacking faults. In a prior structural

analysis of Cu3LiSn2O6 and Cu3NaSn2O6, which are isostructural to Ag3LiRh2O6,

103



we have modeled the stacking faults as a twisting between adjacent layers [63].

Such twisting between the honeycomb layers and the resulting stacking faults are

much less common in Li2RhO3 compared to Ag3LiRh2O6 (Fig. 5.4a,b) due to

two reasons: (i) the LiO6 octahedra in Li2RhO3 offer stronger inter-layer bonding

than the AgO2 dumbbells in Ag3LiRh2O6 (Fig. 5.2c,d), and (ii) the interstitial Rh

atoms in Li2RhO3 prevent twisting between the layers by pinning them, leading to

a nearly perfect monoclinic stacking as highlighted in Fig. 5.4a. The absence of a

Warren line shape in the PXRD of Li2RhO3 (inset of Fig. 5.2a) is a manifestation

of such perfect stacking.

5.2.5 Muon Spin Relaxation

The muon spin relaxation (µSR) measurements were performed in a continuous

flow 4He evaporation cryostat (T > 1.5 K) at the General Purpose Surface-Muon

Instrument (GPS) [130] at the Paul Scherrer Institute (PSI), and the data was

analyzed using the Musrfit program [93].2

A pressed disk of Ag3LiRh2O6 with diameter 12 mm and thickness 1.2 mm was

wrapped in 25 µm thick silver foil and suspended in the muon beam to minimize

the contribution from muons implanted in the sample holder or in the cryostat

walls, Fig 5.5. The µSR measurement is a local probe that can provide information

about the magnetism in a material. The muon has a spin that can interact with

the local magnetic field in a material. Above the transition temperature, the

spins in a material have random direction and the internal magnetic field is zero;

therefore, there is no change in a muon’s spin orientation after their interactions

with the material in a paramagnetic region. Below the transition temperature, the

spins have a specific orientation based on the type of order and create an internal

magnetic field which causes the muon’s spin to rotate via interaction with the

2The µSR measurements were performed by Prof. M. Graf, Dr. C. Wang, Dr. H. Luetkens
at the Paul Scherrer Institute.
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internal field. The changes in the direction of the muon’s spin can be presented in

the form of asymmetry as a function of time, which below a long-range transition

temperature will show clear oscillations.

Figure 5.5: A pressed disk of Ag3LiRh2O6 with diameter 12 mm and thickness
1.2 mm was wrapped in 25 µm silver foil. The left side image is where muons will
enter the sample (this side will be glued to the copper sheet).

5.2.6 First Principles Calculations

The electronic structures were computed using the open-source code QUAN-

TUM ESPRESSO [131, 132] with the experimental crystallographic information

file (CIF) as the input. The calculation included SOC and zigzag magnetic or-

dering for both compounds, and the fully gapped states were achieved using a

DFT+U method [133]. To stabilize the non-collinear magnetic calculation, we

used the norm-conserving (NC) pseudopotentials from PseudoDojo [134]. For con-

vergence reasons we implemented the Perdew-Zunger (PZ) functional in the calcu-

lation of Ag3LiRh2O6, while leaving the default Perdew-Burke-Ernzerhof (PBE)

functional for Li2RhO3. To compare with the previous report of the insulating

states in Li2RhO3 [56], we fixed the Hund’s coupling to J = 0.7 eV and tuned

the Hubbard-U from 1 to 4 eV. Our results were consistent with the prior work.

The real-space tight-binding functions (involving the Rh-4d and O-2p orbitals as

well as Ag-4d orbitals for Ag3LiRh2O6) were derived from the band structure us-

ing maximally-localized Wannier states implemented by the Wannier90 software

[135]. From here, tight-binding models for a single RhO6 cluster were constructed
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based on the obtained real-space hopping parameters. The eigenstates of such a

RhO6 cluster were used to compute ⟨L · S⟩ and the traces in Fig. 5.8.3

5.2.7 X-ray Absorption Spectroscopy

The x-ray absorption near edge structure (XANES) data at the Rh and Ag L2,3

edges were collected at tender energy beamline 8-BM of the National Synchrotron

Light Source II, and at beamline 4-ID-D of the Advanced Photon Source, respec-

tively. The Rh L2,3 data were collected in total electron yield (TEY) mode using

powder samples in a helium gas environment. The Ag L2,3 data were collected in

partial fluorescence yield (PFY) mode with powder samples in vacuum. Silicon

and nickel mirrors together with detuning of the second Si(111) monochromator

crystal were used to reject high-energy harmonics. The PFY data were corrected

for self-absorption [136].4

5.3 Results

5.3.1 Magnetic Properties

A small peak at Tg = 6.0(5) K in Li2RhO3 with a splitting between the zero-

field-cooled (ZFC) and field-cooled (FC) susceptibility data (χ(T ) in Fig. 5.6a)

confirms the spin-glass transition as reported in earlier works [40, 41, 56]. In

stark contrast, Ag3LiRh2O6 exhibits a robust AFM order with a pronounced peak

in χ(T ) and without ZFC/FC splitting at the transition peak(Fig. 5.6b). The

transition temperature in Ag3LiRh2O6 can decrease because of an increase in the

level of stacking faults and structural disorders such as rows of unwanted atoms in

the honeycomb layers. A high-quality sample of the parent compound can help to

3The first principles calculations were performed by X. Hu and Prof. Y. Ran at Boston
College.

4The x-ray absorption spectroscopy was performed by Dr. D. Haskel, Dr. Y. Du, and Dr. G.
Fabbris.
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Figure 5.6: Magnetic characterization. Magnetic susceptibility plotted as a
function of temperature and Curie-Weiss analysis presented in (a) Li2RhO3 (blue)
and (b) Ag3LiRh2O6(red). The ZFC and FC data are shown as full and empty
symbols, respectively. Heat capacity as a function of temperature in (c) Li2RhO3

and (d) Ag3LiRh2O6. The black circles in (d) show the derivative of magnetic
susceptibility with respect to temperature. (e) µSR asymmetry plotted as a func-
tion of time in Ag3LiRh2O6. For clarity, the curves at 100 and 80 K are offset
with respect to the 1.5 K spectrum. The solid line is a fit to a Bessel function.
(f) Fourier transform of the µSR spectrum at 1.5 K showing two frequency com-
ponents.
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prepare a high-quality of the Ag-exchange system. The small difference between

the ZFC and FC curves at low temperatures is due to a small amount of stacking

faults, which are carefully analyzed in Fig. 5.4. A Curie-Weiss analysis in Fig. 5.6b

yields an effective moment of 1.82 µB and a Θavg
CW = 42.9 K, consistent with a prior

report [70]. A positive Θavg
CW refers to dominant FM interactions in the material

and despite an AFM order suggests that χ(T ) must be highly anisotropic, which is

the case in materials with A-type or C-type AFM order. For example, Na3Ni2BiO6

has a C-type AFM order (AFM intralayer and FM inter-layer) with TN = 10.4 K

and Θavg
CW = 13.3 K [137].

Both the spin-glass transition in Li2RhO3 and the AFM transition in Ag3LiRh2O6

are marked by peaks in the heat capacity in Fig. 5.6c,d. The heat capacity peak

of Ag3LiRh2O6 is visible despite the large phonon background at high tempera-

tures, confirming a robust AFM order. The lattice-vibration contribution to the

total amount of heat capacity is significantly larger in the high-temperature re-

gion; however, the AFM peak in Ag3LiRh2O6 is clearly observed with no need to

subtract a non-magnetic lattice analogue. We report TN = 94(3) K using the peak

in dχ/dT , which is close to the peak in the heat capacity (Fig. 5.6d). The tran-

sition temperature in AFM systems is reported from the derivative of magnetic

susceptibility (dχ/dT ). TN in Ag3LiRh2O6 is nearly an order of magnitude larger

than the transition temperature of any other 2D Kitaev material to date.

To obtain information about the local field within the magnetically ordered

state of Ag3LiRh2O6 we turned to µSR experiments. In Fig. 5.6e, the time-

dependent µSR asymmetry curves in zero applied magnetic field show the appear-

ance of spontaneous oscillations below 100 K, confirming the long-range magnetic

order. The asymmetry spectrum at 1.5 K fits to a modified zeroth-order Bessel

function [130], with the form of the fitting function indicating non-collinear in-

commensurate magnetic ordering. As shown in Fig. 5.6f, the Fourier transform of

108



the 1.5 K spectrum shows two peaks at 12 and 31 MHz, which we have modeled

using a two-component expression. Each component has a distribution of local

fields between a Bmin and Bmax indicating incommensurate ordering (Table 5.4).

The center of distribution (Bmin+Bmax)/2 is shifted from zero, indicating a non-

collinear order [130].

The dominant frequency of 31 MHz in Fig. 5.6f corresponds to a maximum

internal field of 0.231 T at the muon stopping site (using ω = γµB with the muon

gyromagnetic ratio γµ = 851.6 Mrad s−1T−1), which is an order of magnitude larger

than the internal field of 0.015 T extracted from µSR in Li2RhO3 [41]. µSR is a

local probe, the dramatic change of the internal field in Li2RhO3 and Ag3LiRh2O6

is due to a major change in the local field near Rh+4 sites in each compound. A

mild trigonal distortion leads to an order-of-magnitude increase in both TN and

internal field, and implies a novel underlying interaction in the ground state. It is

remarkable that a minor trigonal distortion induced by the topo-chemical reaction

has led to such a dramatic change between the magnetic states of Li2RhO3 and

Ag3LiRh2O6.

5.3.1.1 Fitting the µSR Spectrum to a Bessel function

Figure 5.6f shows the Fourier transform (FT) of the µSR asymmetry spectrum

at 1.5 K. The maximum and minimum peak frequencies in the FT spectrum are

observed at 31 MHz and 12 MHz, corresponding to 2314 G and 883 G, respectively.

The low temperature data suggest that we have two low-symmetry muon stop-

ping sites and incommensurate magnetic ordering as described by the following

depolarization function [130] (shown by the solid black curve in Fig. 5.6e):

G(t) = (1− F )
2∑
i=1

fiJ0(γµ∆Bit) cos(γµBavg,it+ ϕi) exp(−λT it) + F exp(−λLt)

(5.2)

109



Table 5.4: Parameters for the fit of the data at T = 1.5 K to Equation 5.2.

Bmax (G) Bmin (G) λT µs
−1 ϕ (deg)

Component 1 2316(10) 899(18) 5.1(11) –18(5)
Component 2 2293(32) 1996(68) 15.3(30) –24(7)

The field distributions are characterized by a field range Bmin,i ≤ B ≤ Bmax,i,

with

∆Bi =
Bmax,i −Bmin,i

2
, Bavg,i =

Bmax,i +Bmin,i

2
, f1+f2 = 1, 0 ≤ F ≤ 1

(5.3)

and J0 being the zeroth-order Bessel function of the first kind. At T = 1.5 K,

F = 0.275(2), λL = 0.040(2) µs−1, f1 = f2 = 1/2, and the component-specific

parameters are listed in Table 5.4.

5.3.2 Theoretical Wave Functions

The drastic change of magnetic behavior between Li2RhO3 and Ag3LiRh2O6

originates from a fundamental change of the spin-orbital quantum state (Fig. 5.7).

In a perfect octahedral RhO6 environment, the Rh d-orbitals split into t2g and eg

manifolds. The t2g manifold will further split into Jeff = 1
2
and Jeff = 3

2
due to the

SOC interaction λSOC. The presence of a trigonal crystal field ∆T can split t2g

manifold first and then SOC removes all the degeneracy of t2g levels.

Both Li2RhO3 and Ag3LiRh2O6 have Rh4+ in the 4d5 configuration, corre-

sponding to one hole in the tg manifold. Assuming that both compounds are in

the Mott insulating regime (check the Methods), their low-energy physics should

be described by a Kramers doublet per Rh4+ ion, i.e. they are effective spin-1
2
sys-

tems. However, the nature of the Kramers doublet may be significantly different

depending on the interplay between λSOC and ∆T. We illustrate this by consider-

ing two limits: the Jeff = 1/2 limit for λSOC ≫ ∆T relevant to Li2RhO3 (Fig. 5.7a)
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and the Ising limit for ∆T ≫ λSOC relevant to Ag3LiRh2O6 (Fig. 5.7b). The wave

functions of the low-energy Kramers doublet can be found in both limits using

perturbation theory. The Kramers doublet in the Jeff = 1/2 limit (λSOC ≫ ∆T)

comprises the following two states (Fig. 5.7a):

|jz,↑⟩ =
√

2

3
|µz, ↑⟩+ i

√
1

3
|dz2 , sz↓⟩, |jz,↓⟩ =

√
2

3
|µz, ↓⟩+ i

√
1

3
|dz2 , sz↑⟩, (5.4)

where {|µz,↑⟩, |µz,↓⟩} are defined in Eq. 5.5 below. The Jeff = 1/2 limit has been

discussed extensively in the literature, and sizable Kitaev interactions have been

proposed for materials in this limit such as the honeycomb iridates [1, 21, 23, 116],

α-RuCl3 [121], and Li2RhO3 [40, 41, 126]. The only difference between Eq. 5.4

and prior works [21] is that we choose the z-axis to be normal to the triangular

face of the octahedron (Fig. 5.1b) instead of pointing at the apical oxygens.

In the Ising-limit (∆T ≫ λSOC), the trigonal distortion leads to new Kramers

doublet states (Fig. 5.7b).

|µz,↑⟩ = −i
√

1

3
|dx2−y2 , sz↑⟩+ i

√
1

6
|dzx, sz↑⟩+

√
1

3
|dxy, sz↑⟩+

√
1

6
|dyz, sz↑⟩,

|µz,↓⟩ = i

√
1

3
|dx2−y2 , sz↓⟩ − i

√
1

6
|dzx, sz↓⟩+

√
1

3
|dxy, sz↓⟩+

√
1

6
|dyz, sz↓⟩. (5.5)

Note that the states {|jz,↑⟩, |jz,↓⟩} are not orthogonal to states {|µz,↑⟩, |µz,↓⟩},

despite being in opposite limits.

The trigonal splitting energy scale ∆T is known to split the six-fold degenerate

tg levels (including spin degrees of freedom) into a two-fold a1g manifold and a four-

fold e′g manifold (Fig. 5.7b) [119]. Choosing x̂ and ŷ directions pointing towards

oxygen atoms as shown in Fig. 5.1b, the orbital wave functions are found to be
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Figure 5.7: Wave functions. (a) The Jeff = 1/2 limit, realized in Li2RhO3,
where λSOC ≫ ∆T . The probability density is visualized for the isospin-up wave
function. (b) The Ising limit, realized in Ag3LiRh2O6, where ∆T ≫ λSOC. The
probability density is visualized for the spin-up wave function. Notice the cubic
and trigonal symmetries of the Jz and µz orbitals, respectively.

|dz2⟩ for a1g (Fig. 5.7b), and {|τz,↑⟩, |τz,↓⟩} for e′g:

|τz,↑⟩ ≡
√

2

3
|dx2−y2⟩ −

√
1

3
|dzx⟩, |τz,↓⟩ ≡

√
2

3
|dxy⟩+

√
1

3
|dyz⟩, (5.6)

In the materials under consideration, the trigonal distortion is a compression along

the ẑ-axis (Fig. 5.1b) that lowers the energy of the a1g level (Fig. 5.7b). Thus, for

the 4d5 configuration, one should focus on the four-fold e′g manifold. Unlike in the

eg manifold, the spin-orbit coupling is not completely quenched in the e′g manifold.

We show that the d-orbital angular momentum operator L⃗, after projection into

the e′g manifold, becomes:

Lx → 0, Ly → 0, Lz → τy, (5.7)

where τx,y,z are the pseudospin Pauli matrices. We therefore have, in the e′g man-
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ifold

λSOC L⃗ · s⃗→ λSOC Lzsz = λSOC τysz (5.8)

Namely, λSOC further splits the e′g manifold into two Kramers doublets: τy anti-

aligned with sz, or τy aligned with sz. The former doublet has a lower energy, so

the latter doublet is half-filled in the 4d5 configuration. Finally, the low-energy

effective spin-1
2
states in the Ising-limit are

|µz,↑⟩ = |τy = +1, sz,↑⟩, |µz,↓⟩ = |τy = −1, sz,↓⟩ (5.9)

which are nothing but the states written in Eq. 5.5 and illustrated in Fig. 5.7b.

The exchange couplings for the effective µ-spins are expected to have the Ising

anisotropy (easy-axis along the ẑ-direction). To understand its origin, one may

consider exchange interactions like JS⃗i · S⃗j between two Rh sites i, j in the absence

of the spin-orbit interaction. After λSOC is turned on, the JS⃗i · S⃗j needs to be

projected onto the Kramers doublet {|µz,↑⟩, |µz,↓⟩} at low energies. Only the term

JSi,zSj,z survives after the projection. In addition, the g-factor of the effective

µ-spins in a magnetic field is also expected to be significantly anisotropic. For

example, the effective µ-spins do not couple with a magnetic field along the x̂ (or

ŷ) axis in a linear fashion in this limit. A direct measurement of the magnetic

response with respect to the field direction is not possible at this stage because

single crystals of Ag3LiRh2O6 are not available. However, indirect evidence of such

anisotropic interactions may be the positive Curie-Weiss temperature in polycrys-

talline samples of Ag3LiRh2O6 (Fig 5.6b) that indicates FM interactions despite

the AFM ordering. Such a behavior has been reported in Na3Ni2BiO6 and at-

tributed to a C-type AFM order where the coupling within the layers is AFM and

between the layers is FM [137].
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5.3.2.1 Quenching of Lx, Ly in e′g Orbitals and Derivation of |µz,↑↓⟩

Kramers Doublet

To prove Eq. 5.7, we show explicitly that the effective angular momentum

operator (within t2g orbitals) vanishes for x and y components. The angular

momentum matrix for standard 4d-orbitals {|dxy⟩, |dyz⟩, |dzx⟩, |dz2⟩, |dx2−y2⟩} takes

the form of

Lx =



0 0 −iℏ 0 0

0 0 0 −i
√
3ℏ −iℏ

iℏ 0 0 0 0

0 i
√
3ℏ 0 0 0

0 iℏ 0 0 0


, (5.10)

Ly =



0 iℏ 0 0 0

−iℏ 0 0 0 0

0 0 0 i
√
3ℏ −iℏ

0 0 −i
√
3ℏ 0 0

0 0 iℏ 0 0


, (5.11)

Lz =



0 0 0 0 2iℏ

0 0 iℏ 0 0

0 −iℏ 0 0 0

0 0 0 0 0

−2iℏ 0 0 0 0


. (5.12)

The octahedral environment will split the ten-fold degenerate 4d orbitals (spin

degeneracy included) into six-fold degenerate t2g orbitals and four-fold degenerate
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eg orbitals. In the usual basis where the t2g subspace is spanned by

{
1√
2

(
|dzx⟩ − i|dyz⟩

)
, i|dxy⟩,

1√
2

(
|dzx⟩+ i|dyz⟩

)}
,

the 3× 3 block of Lx, Ly, and Lz matrices will take exactly the same form as the

angular momentum matrix of p-orbitals (with an additional minus sign). This is

known as the t2g-p equivalence.

However, for convenience of the study of trigonal distortion, we follow Ref. [119]

to choose the coordinate system with the ẑ-axis perpendicular to the O triangles,

as shown in the Fig. 5.1b. Now, the t2g basis becomes

|a1g⟩ = |dz2⟩, |e′g1⟩ =
√

2

3
|dx2−y2⟩ −

√
1

3
|dzx⟩, |e′g2⟩ =

√
2

3
|dx2−y2⟩+

√
1

3
|dzx⟩.

(5.13)

Projecting the angular momentum matrices (Eqs. 5.10, 5.11, and 5.12) onto the

{|a1g⟩, |e′g1⟩, |e′g2⟩} basis yields

Leff,x =


0 0 iℏ

0 0 0

−iℏ 0 0

 , Leff,y =


0 iℏ 0

−iℏ 0 0

0 0 0

 , Leff,z =


0 0 0

0 0 −iℏ

0 iℏ 0

 .

(5.14)

For the 4d5 configuration of electrons, the low-energy physics occurs within the

subspace of {|e′g1⟩, |e′g2⟩}, in which only the z-component of angular momentum

matrix is non-vanishing, reading

Leff,z|e′g = ℏτy, τy ≡

 0 −i

i 0

 . (5.15)

If we take into account the spin-orbital coupling, the on-site Hamiltonian ma-
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trix, in the basis of {|e′g1⟩ ⊗ |sz,↑⟩, |e′g1⟩ ⊗ |sz,↓⟩, |e′g2⟩ ⊗ |sz,↑⟩, |e′g2⟩ ⊗ |sz,↓⟩}, is

HSOC = λSOC ℏτy ⊗ sz =



0 0 −1
2
iλℏ2 0

0 0 0 1
2
iλℏ2

1
2
iλℏ2 0 0 0

0 −1
2
iλℏ2 0 0


, (5.16)

with eigen-energies {−λℏ2
2
,−λℏ2

2
, λℏ

2

2
, λℏ

2

2
}. In the 4d5 configuration, it is the

Kramers pair with energy λℏ2
2

that describes the low-energy physics. The eigen-

states read

|µz,↑⟩ ≡
(
− i√

2
|e′g1⟩+

1√
2
|e′g2⟩

)
⊗|sz,↑⟩, |µz,↓⟩ ≡

(
i√
2
|e′g1⟩+

1√
2
|e′g2⟩

)
⊗|sz,↓⟩.

(5.17)

Inserting the 4d-orbital representation of |e′g1⟩ and |e′g2⟩ (from Eq. 5.13), we arrive

at Eq. 5.9.

5.3.3 Spectroscopic Evidence

We provide spectroscopic confirmation of the theoretical picture by measuring

the branching ratio using x-ray absorption spectroscopy (XAS). Figure 5.8a shows

the XAS data from a Li2RhO3 sample with the Rh L3 and L2 edges near 3.00 and

3.15 keV, respectively. The Rh L3 shows a shoulder which is an evidence of holes

in t2g levels. In order to estimate ⟨L · S⟩ in each compound we measured the

branching ratio. The branching ratio, BR = I(L3)/I(L2) = 3.17(1), is evaluated

by dividing the shaded areas (difference between the step and Gaussian functions)

under the L3 and L2 peaks in Fig. 5.8a. A similar analysis in Ag3LiRh2O6 yields

BR = 2.22(1) (Fig. 5.8b). The branching ratio is related to the SOC through

BR = (2+r)/(1−r), where r = ⟨L·S⟩/nh with nh being the number of holes in the

4d shell [138, 139]. Using nh = 5 for Rh4+, we obtain ⟨L·S⟩ = 1.40 in Li2RhO3 and
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Figure 5.8: X-ray absorption spectroscopy (XAS). (a) XAS data from Rh
L2,3 edges of Li2RhO3. The data were modeled with a step and two Gaussian
functions for the L3 edge (inset), and one Gaussian function for the L2 edge.
(b) Similar data and fits for the Rh L2,3 edges of Ag3LiRh2O6. (c) Theoretically
calculated traces of projector products are tabulated and plotted for both the ideal
limits (empty symbols) and real materials (full symbols).

0.34 in Ag3LiRh2O6. This is consistent with the above theoretical picture based

on λSOC ≫ ∆T and the Jeff limit in Li2RhO3 compared to ∆T ≫ λSOC and the

Ising limit in Ag3LiRh2O6.

Note that the spectroscopic value of ⟨L · S⟩ is small but non-vanishing in

Ag3LiRh2O6. The fine structure of Rh L edge with a shoulder near the L3

peak (inset of Fig. 5.8b) that is absent in the L2 peak confirms a finite SOC

in Ag3LiRh2O6 [140]. As illustrated in Fig. 5.7b, a weak SOC is necessary to split

the e′g levels. The fine structure of the Rh L3 edge can be fitted to two Gaussian

curves in both Li2RhO3 and Ag3LiRh2O6 (insets of Fig. 5.8a,b). A higher ratio

between the two Gaussian areas in Ag3LiRh2O6 (2.42) than in Li2RhO3 (1.53) is

consistent with a weaker SOC in the former. Supporting information about the

Ag L edge is provided in Fig. 5.9 to confirm the Ag+ oxidation state [141, 142].
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Figure 5.9: XAS data of the Ag L edge. (a) Comparison of Ag L3 XAS data
for Ag, Ag2O, Ag3LiRh2O6, and AgO. The curves for the oxides are shifted for
better visibility. The Ag metal and Ag oxide data are taken from Ref. [142]. The
energy scale of Ag3LiRh2O6 is arbitrarily shifted by −1.6 eV to align its white line
with that of the Ag2O spectrum (due to different energy calibration compared to
Ref. [142]). The XAS data were modeled with a broadened step and a Gaussian
function in (b) AgO, (c) Ag3LiRh2O6, and (d) Ag2O.

5.3.3.1 Ag L3 Edge XAS Data

We focused on the Rh L2,3 edges to evaluate the branching ratio and expec-

tation value ⟨L · S⟩ assuming a Rh4+ state. This assumption relies on having

the Ag+ oxidation state in Ag3LiRh2O6, which can be confirmed through XAS

measurements of the Ag L-edge. Figure 5.9a compares the Ag L3 edge data from

our Ag3LiRh2O6 sample to the published data for Ag, Ag2O, and AgO measured

by Kolobov [142], all collected in fluorescence yield mode and corrected for self-

absorption. For proper comparison, the edge jumps in all data sets are normalized

to unity. Note that metallic Ag has a full 4d10 shell, hence the absence of a white

line in its spectrum. Note also that the size of the white line in Ag3LiRh2O6 is

closer to that of Ag2O (Ag+) than AgO (Ag2+). We fit the AgO, Ag3LiRh2O6,

and Ag2O data to a broadened step function (arctan) and a Gaussian peak in

Fig. 5.9b,c, d, respectively. The area under the Gaussian is 5.01 for AgO, 3.05

for Ag3LiRh2O6, and 2.32 for Ag2O. Thus, the oxidation state is close to Ag+ in
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Ag3LiRh2O6, but with a small fraction (less than 0.2) of additional holes. A more

precise estimation of the Ag oxidation state is not possible, because the height of

the white line depends also on the degree of Ag-O bond covalency ([141]). Nev-

ertheless, it is clear that Ag is much closer to Ag+ than Ag2+ in Ag3LiRh2O6,

justifying our assumption of Rh4+.

5.3.4 Density Functional Theory (DFT)

Figure 5.10: Electronic structure. Density of states within the t2g manifold
is shown for (a) Li2RhO3 and (b) Ag3LiRh2O6 from a DFT+U+SOC calculation
in the presence of zigzag magnetic order. In both cases, a magnetic gap opens at
approximately U = 2.7 eV, and it grows with increasing U . The gap is larger in
Li2RhO3 than in Ag3LiRh2O6.

We performed DFT+U calculations in the presence of SOC for the zigzag

AFM ordered states in both Li2RhO3 and Ag3LiRh2O6 (Fig. 5.10a,b). Although

the zigzag order is known to be the energetically favorable state in Li2RhO3 ([56]),

it is unclear whether it is still the ground state for Ag3LiRh2O6. The fully first-

principle investigation of the magnetic ground state of Ag3LiRh2O6 is beyond the
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scope of this work, so we choose the zigzag order for this material merely as a

demonstration. This calculation still provides important information about the

magnetic anisotropy because the magnetic moment direction in our calculation

is not constrained. If Ag3LiRh2O6 has a large Ising anisotropy, the ground state

moment direction will be essentially along the z-direction normal to the honeycomb

planes.

We chose Hund’s coupling JH = 0.7 eV throughout the calculation, consistent

with previous works on Li2RhO3 ([56]), while the Hubbard-U is tuned to study

the evolution of the band gap due to magnetic ordering. Figure 5.10 shows only

the t2g levels since the eg levels are about 3 eV higher in energy and irrelevant

to the problem. We found that, in both materials, the magnetic gap is opened

when U is larger than about 2.7 eV. However, the energy gap in Li2RhO3 quickly

increases as U increases further, while the energy gap in Ag3LiRh2O6 is signifi-

cantly smaller. When U = 4 eV, the gap is approximately 0.9 eV for Li2RhO3

and 0.2 eV for Ag3LiRh2O6. The smaller gap in the silver compound is consistent

with the resistivity data shown in Fig. 5.3. We also show the evolution of the gap

with increasing U in Fig 5.11.

Figure 5.11: Evolution of the gap. The magnetic gap is evaluated at several
values of Hubbard-U for both Li2RhO3 (blue) and Ag3LiRh2O6 (red).

In both materials, the DFT value for (spin) magnetic moment is close to 1 µB
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per Rh-site when U = 4 eV, consistent with the low-spin configuration of 4d5.

To be specific, the absolute magnetization is 3.7 and 3.4 µB/cell in Li2RhO3 and

Ag3LiRh2O6, respectively, which yield 0.92 and 0.85 µB/Rh since there are 4 Rh

atoms/cell. The direction of Rh atomic magnetization in Li2RhO3 is at 59◦ with

respect to the z-axis, whereas in Ag3LiRh2O6, it is only 2◦ away from the z-axis.

Thus, our DFT results show that in Li2RhO3, the magnetic moment of the Rh

atom significantly deviates from the z-direction (consistent with the fact that the

system is closer to the J = 1/2 limit), while in Ag3LiRh2O6 the magnetic moment

is basically along the z-direction. This indicates that Ag3LiRh2O6 has an easy-axis

spin anisotropy, consistent with other theoretical evidence reported here.

Finally, we summarize the energy levels and DFT values of ⟨L · S⟩ for each

energy level within the t2g manifold of both compounds in Table 5.5. The six t2g

levels in Ag3LiRh2O6 split into a low energy a1g doublet, and a high energy e′g

quartet due to the trigonal distortion. The e′g quartet is further split into two

Kramers doublets due to SOC. These CEF assignments are consistent with the

crystal symmetries and confirmed by DFT. In Li2RhO3, it is better to consider

that the six t2g levels first split into a low energy J = 3/2 quartet and a high

energy J = 1/2 doublet due to SOC. Then, the J = 3/2 quartet is further split

into two Kramers doublets due to the weak lattice distortion.

Table 5.5: Energy levels within the t2g manifold of Li2RhO3 and Ag3LiRh2O6.
The top (half-filled) Kramers doublet energy is set to zero.

Li2RhO3 Ag3LiRh2O6

Character Energy (eV) ⟨L · S⟩ Character Energy (eV) ⟨L · S⟩
J = 1/2 0 0.93 e′g 0 0.82
J = 3/2 −0.18 −0.50 e′g −0.15 −0.56
J = 3/2 −0.23 −0.58 a1g −0.38 −0.37
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5.4 Discussion and Conclusion

We have demonstrated that a competition between SOC and trigonal distortion

could tune a honeycomb structure between the Kitaev (Jeff = 1
2
) and Ising (µ = 1

2
)

limits. Our magnetization, µSR, and XAS data suggest that Li2RhO3 is closer to

the Jeff = 1/2 limit, whereas Ag3LiRh2O6 is closer to the Ising limit. We calculated

the ideal wave functions and visualized them in Fig. 5.7. However, a realistic

material is generally situated on a spectrum between these two ideal limits. For

example, minor lattice distortions (e.g. monoclinic) can further break the trigonal

point group symmetry and perturb the ideal wave function.

To make our theoretical discussion more realistic, we calculated the band struc-

ture of Li2RhO3 and Ag3LiRh2O6 from first principles and obtained a real-space

tight-binding model for each compound. Details of the electronic structure cal-

culations in the presence of Hubbard-U , SOC, and zigzag magnetic ordering are

presented in Figs. 5.10 and 5.11, and Table 5.5. The full orbital content of the

energy eigenstates was characterized using a combination of Quantum-Espresso

and Wannier90 software [131, 132, 135]. This allowed us to quantitatively inves-

tigate the regimes being realized in Li2RhO3 and Ag3LiRh2O6. Specifically, given

a Kramers doublet |ψ1⟩ and |ψ2⟩, we defined the projectors:

Pψ ≡ |ψ1⟩⟨ψ1|+ |ψ2⟩⟨ψ2| (5.18)

For example, PJeff=1/2 and PIsing are projectors defined using the Kramers doublets

in the Jeff = 1/2 limit (Eq. 5.4) and the Ising limit (Eq. 5.5), respectively. We

then compute the traces 1
2
Tr[Pcalc. ·PJeff=1/2] and

1
2
Tr[Pcalc. ·PIsing], the probability

of projecting the calculated state to Ising limit and the probability of projecting

the calculated state to Jeff = 1/2 limit. The results are tabulated and visualized

in Fig. 5.8c. These traces would be unity if the calculated system was in the ideal
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Jeff = 1/2 or Ising limit. Figure 5.8c clearly locates Li2RhO3 and Ag3LiRh2O6 in

the vicinity of the Jeff = 1/2 and Ising (µ = 1/2) limits, respectively.

Our combined experimental and theoretical results show how to change the

fabric of spin-orbit coupled states and dramatically change the magnetic behavior

of the Kitaev materials. Despite theoretical proposals for a diverse global phase

diagram, the current Kitaev systems are all in the Jeff = 1/2 limit [1, 21, 23, 38,

116, 117, 121, 143–145]. Finding an outlier, such as Ag3LiRh2O6, in the phase

diagram (Fig. 5.1a) provides the first glimpse at the diversity of magnetic phases

that can be engineered using topo-chemical methods. Specifically, the interplay

between the Kitaev and Ising limits will be a fruitful venue to search for novel

non-collinear magnetic orders beyond the familiar Kitaev-Heisenberg paradigm.5

5The material discussed in this chapter is published in Ref.[33]. The work at Boston College
was supported by the National Science Foundation under Grant No. DMR–1708929.
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CHAPTER VI

Thermodynamic Behavior of the Monoclinic

Kitaev Magnet Na2Co2TeO6

6.1 Introduction

Achieving an ideal quantum spin-liquid (QSL) with long-range entanglement

and fractionalized anyonic excitations has become one of the most sought-after

accomplishments in condensed matter physics [1, 3, 4]. One of the most promising

theoretical models that can host a QSL phase in its ground-state is the Kitaev

model, which features bond-dependent Ising interactions on a honeycomb lattice

and an exactly solvable Hamiltonian for spin-1/2 particles [20]. Experimental

efforts to materialize the Kitaev model have led to the discovery of honeycomb

layered candidates such as α-Li2IrO3, Na2IrO3, Li2RhO3, and α–RuCl3 [35, 36,

38, 56, 57]. Recent progress in intercalation chemistry has led to a second gener-

ation of such compounds as Cu2IrO3, Ag3LiIr2O6, Ag3LiRh2O6, Cu3LiIr2O6, and

H3LiIr2O6 [33, 44, 55, 59–61, 64, 90, 108, 124]

In candidate Kitaev materials, the presence of strong spin-orbit coupling (SOC)

can provide two crucial criteria for the Kitaev model: the creation of bond-

directional Ising interactions as well as producing a spin-orbital Kramers doublet

state [23, 29, 32]. Thus, the 4d and 5d transition-metal honeycomb structures
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are heavily studied as potential candidates of the QSL phase compared to the 3d

transition-metals. In the presence of an octahedral crystal electric field (CEF),

the d5 transition-metals with low-spin electron configuration, such as the Ir4+,

Rh4+, and Ru3+ ions, fill only the t52g levels and leave the e0g levels empty. The

low-energy physics of these edge-shared octahedrally coordinated transition met-

als can therefore be described by a spin-orbital Kramers doublet or Jeff = 1/2

state [30–32].

The 3d transition metals are lighter compared to 4d and 5d transition metals

thus they are in a weaker SOC limit. Furthermore, they have more localized d

orbitals compared to 4d and 5d transition metals which have higher number of

shells, thus the CEF effect is also weaker in this family. However theoretical stud-

ies have suggested that the anisotropic exchange interactions and pseudospin-1/2

state criteria can also be realized in 3d7 transition-metals such as Co2+ and Ni3+

ions with high-spin electron configuration (t52ge
2
g), S = 3/2 and L = 1. The octahe-

dral CEF and SOC effects in 3d transition metals can also form a pseudospin-1/2

Kramers doublet state with additional t2g-eg and eg-eg hopping interactions [32].

Thus, the 3d7 candidate transition metals, Co2+/Ni3+ in a honeycomb structure

are equally as likely as 4d5 and 5d5 transition-metal honeycomb materials to host a

QSL phase [30–32]. Based on theoretical studies, the 3d7 system can be described

by a Kitaev-Heisenberg model similar to the case for the 4d5 and 5d5 systems. For

the high-spin d7 configuration, the anisotropic Kitaev interactions can be only FM

while the isotropic Heisenberg interactions can be both FM and AFM [32].

The tantalizing possibility of synthesizing Kitaev QSL candidate materials with

earth-abundant and light elements such as Co and Ni instead of rare and heavy

transition-metals (Ir and Rh) led to a surge of activity on candidate materials

such as Na2Co2SbO6 and Na2Co2TeO6 [65–69, 146–149]. Na2Co2SbO6 crystallizes

in the same C2/m space group as the iridates and shows an anti-ferromagnetic
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(AFM) order at 8.3 K with a positive Curie-Weiss temperature of ΘCW = +2.2

K. It displays a weak hysteresis in the field dependence of its magnetization at

2 K, which suggests a competition between FM and AFM interactions in this

material [65, 146]. The other cobaltate candidate, hexagonal Na2Co2TeO6 crys-

tallizes in the space group P6322. It has been produced in both polycrystalline

and single crystal forms, displays a clear downturn in the magnetic susceptibility

of a polycrystalline sample at 27 K, and shows two anomalies at ∼15 K and ∼7

K. The obtained ΘCW = -8.3 K for the polycrystalline sample confirms dominant

AFM interactions and the absence of magnetic competition between FM and AFM

interactions unlike Na2Co2SbO6 [66, 150, 151].

Although both Na2Co2SbO6 and hexagonal Na2Co2TeO6 show honeycomb or-

dering in their crystal structures, Na2Co2SbO6 in space group C2/m has stronger

inter-layer connections compared to hexagonal Na2Co2TeO6 in space group P6322.

The latter space group permits a significant amount of Na deficiency between the

honeycomb layers which randomizes the position of O atoms and causes higher

levels of bond randomness (Na-O bonds) within the honeycomb layers. It also

causes larger amounts of stacking faults in hexagonal cobalt tellurate that a split-

ting between ZFC and FC magnetic susceptibility data is a direct result of it [66,

151]. This reveals the advantage of synthesizing honeycomb materials in the space

group C2/m, which allows for stronger inter-layer bonds, less stacking faults, and

less bond randomness within the honeycomb layers due to having a fewer number

inter-layer Wyckoff sites for Na atoms (C2/m has two inter-layer Wyckoff sites for

Na atoms while P6322 has three sites).

In this chapter, I present the effect of crystal symmetry on the physics of a

Kitaev material. I introduce a new polymorph of Na2Co2TeO6 that crystallizes in

the space group C2/m instead of P6322. Distinct from the hexagonal polymorph,

it only displays a single AFM ordering peak at 9.6 K. We will show that the large
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ZFC/FC splitting in hexagonal Na2Co2TeO6, indicative of spin-glass and a higher

level of stacking faults, has vanished in the monoclinic structure, confirming lower

disorder levels in the monoclinic compound. We will also examine the response of

the AFM order in this new polymorph to an applied magnetic field and compare

it to the hexagonal cobaltate systems.

6.2 Experimental Methods

Polycrystalline samples of the new honeycomb layered material, monoclinic

Na2Co2TeO6, were synthesized via a solid-state reaction. The precursor materials

sodium carbonate (Na2CO3, 99.5%), cobalt oxide (Co3O4, 99.7%), and tellurium

oxide (TeO2, 99.99%) were mixed and reacted according to

Na2CO3 + 0.67Co3O4 + TeO2 → Na2Co2TeO6 (6.1)

The resulting polycrystalline sample had a purple color and was fairly stable in air.

We also synthesized the non-magnetic analog Na2Zn2TeO6 with a similar synthe-

sis approach as monoclinic Na2Co2TeO6 to remove the phonon background from

the heat capacity data. Powder x-ray diffraction (PXRD) measurements were

performed using a Bruker D8 ECO instrument. The FullProf suite and VESTA

software were used for the Rietveld refinements and crystal visualizations [76, 81].

Magnetization and heat capacity measurements were performed using a Quantum

Design MPMS3 and PPMS Dynacool, respectively. Neutron powder diffraction

(NPD) was performed on the time-of-flight (TOF) powder diffractometer, POW-

GEN, located at the Spallation Neutron Source at Oak Ridge National Labora-

tory1. For NPD analysis, GSAS-II was used for Rietveld refinements [152].

1The powder neutron diffraction measurement has been done by Dr. Q. Zhang at Oak Ridge
National Lab.
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6.3 Crystal Structure

To confirm the crystal structure of the monoclinic Na2Co2TeO6, we studied the

crystal symmetry of this compound via both PXRD and NPD measurements and

analysis. Figure 6.1(a) shows the PXRD pattern for the monoclinic polymorph

of Na2Co2TeO6 (red empty circles) and the result of Rietveld refinement (black

solid line) using the C2/m model. The refined values from PXRD refinement

such as lattice parameters, Wyckoff site occupancies, and Debye-Waller factors

are summarized in Table 6.1 and Table 6.2. The peaks in the region between 19◦

and 30◦ give information about the quality of the honeycomb ordering within the

Co-Te layers. The well-separated and sharp honeycomb peaks observed in the

monoclinic structure indicate proper honeycomb ordering with minimal stacking

faults. In the presence of disorder and stacking faults, these peaks merge and form

an asymmetric broad feature known as the Warren line shape commonly observed

in disordered honeycomb systems [44, 63].

The amount of Na-deficiency at each Wyckoff site between the layers of mon-

oclinic Na2Co2TeO6 is significantly less than that of the hexagonal polymorph− a

direct result of the change of space group. Therefore, structural disorders such as

bond randomness within the honeycomb layers and stacking faults between them

are fewer in the newly synthesized monoclinic cobalt tellurate system. The di-

rect result of having fewer stacking faults also appears in the absence of splitting

between ZFC/FC curves in the magnetic susceptibility data. The stacking fault

disorder is reduced due to a stronger connection between the honeycomb layers in

the monoclinic compound and presence of fewer Na-O bond randomness. How-

ever, due to the size of Na atoms, the Na atoms can also be located at the center

of the honeycomb networks of Co, instead of Te atoms, and replace the Te atoms

up to 8% of the total value. This can slightly change the structural properties in

the monoclinic Na2Co2TeO6.
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Figure 6.1: (a) Rietveld refinement on the PXRD pattern of monoclinic
Na2Co2TeO6 using C2/m model. The x-ray source is Cu-Kα with a wavelength of
1.5406 Å. (b) Rietveld refinement on the neutron diffraction pattern of monoclinic
Na2Co2TeO6 at 100 K confirms the crystal symmetry and chemical composition.
The NPD pattern also displays a small amount of Co3O4 impurity which is barely
visible in the x-ray pattern. The wavelength for this measurement is 1.5 Å.
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Table 6.1: Unit cell and Rietveld refinement quality factors for monoclinic
Na2Co2TeO6 from PXRD Rietveld refinement analysis.

Unit cell parameters Refinement parameters
Space Group C2/m Parameters 20

a (Å) 5.33225(6) RBragg (%) 6.92
b (Å) 9.20808(8) RF (%) 5.57
c (Å) 5.80718(8) Rexp (%) 5.38
β (◦) 108.90837(88) Rp (%) 5.72
V (Å3) 269.745 Rwp (%) 7.69
Z 2 χ2 2.04

ρ (gr cm−3) 4.770 T (K) 295

Table 6.2: Atomic coordinates, site occupancies, and the isotropic Debye-Waller
factors for the Rietveld refinement of the monoclinic Na2Co2TeO6 from PXRD
Rietveld refinement analysis. The O Wyckoff positions are from the results of
Rietveld refinement on neutron diffraction data.

atom site x y z occ. Biso (Å2)
Na1 4h 1/2 0.32122(097) 1/2 0.700 0.45
Na2 2d 0 1/2 1/2 0.600 0.45
Co1 4g 0 0.66690(33) 0 1.000 0.35
Te1 2a 0 0 0 1.000 0.35
O1 8j 0.28034 0.34572 0.80322 1.000 0.55
O2 4i 0.26464 1/2 0.19172 1.000 0.55
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Figure 6.1(b) shows the results of a Rietveld refinement fit (black solid line) to

the measured NPD pattern (red open circles). All the Bragg peaks are well indexed

in space group C2/m and verify our x-ray analysis. The structural analysis of NPD

confirms the chemical composition and the crystal symmetry analysis of the PXRD

data. The NPD measurements are very important due to the presence of light

elements such as O which are not visible in the x-ray diffraction measurements.

The x-ray pattern barely shows signs of impurity in the sample, while we were able

to capture the Co3O4 (one of the precursors) from the neutron diffraction data.

6.4 Magnetism

Modification of the crystal symmetry and stronger connections between hon-

eycomb layers in the new cobalt tellurate honeycomb polymorph lead to a lower

transition temperature (TN) compared to the hexagonal Na2Co2TeO6, which or-

ders at TN ∼ 27 K and shows two other AFM anomalies at ∼ 15 K and ∼ 7 K [14,

150, 151]. Figure 6.2(a) shows the DC magnetic susceptibility (χ) measured as

a function of temperature at 0.05 T under the zero-field-cooled (ZFC) and field-

cooled (FC) conditions. The ZFC and FC curves lie perfectly on top of each other

at temperatures below and above the peak in the χ(T) data. This indicates a long-

range AFM order without spin-glass behavior, consistent with minimal disorder in

the monoclinic compound. The Néel temperature TN = 9.6 K is determined from

the peak in the derivative of the susceptibility, dχ/dT , in the inset of Fig. 6.2(a).

We performed a Curie-Weiss (CW) analysis (1/χ = (T − ΘCW)/ C), on the

inverse susceptibility data for temperatures above 250 K in Fig. 6.2(a). From the

fit, we extract a CW temperature of ΘCW = +10.28 K and an effective mag-

netic moment of µeff = 4.83µB. The positive sign of ΘCW in the monoclinic

Na2Co2TeO6 indicates the presence of dominant FM interactions, unlike in hexag-

onal Na2Co2TeO6 which has a negative CW temperature (ΘCW = − 8.3 K). Thus,

131



Figure 6.2: (a) Magnetic susceptibility per mole Co atom (black data) and inverse
susceptibility (red data) are plotted as a function of temperature. The zero-
field-cooled (ZFC) and field-cooled (FC) data are presented in filled and empty
black circles, respectively. ZFC and FC curves follow each other very closely.
A Curie-Weiss (CW) fit (black solid line) is performed on temperatures above
250 K. The inset shows the dχmol/dT vs temperature and is used to identify
the transition temperature of the monoclinic polymorph of Na2Co2TeO6. (b)
Magnetic susceptibility as a function of temperature is plotted up to 6.5 T for
T < 40 K. The AFM peak is suppressed with increasing magnetic field strength.
(c) Magnetization as a function of magnetic field is shown at temperatures 2 K,
25 K, and 150 K. The inset shows a weak hysteresis for small fields at 2 K.
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the anisotropy of the exchange interactions in monoclinic Na2Co2TeO6 (AFM order

and positive ΘCW) must be larger than in hexagonal Na2Co2TeO6 (AFM transition

with negative ΘCW). In this regards, the behavior of monoclinic Na2Co2TeO6 is

closer to that of Na2Co2SbO6 which has a ΘCW = +2.2 K and AFM order at TN

= 8.3 K. The similar behavior of these two compounds must be related to having

the same monoclinic structure (C2/m).

The effective moment of 4.83µB in monoclinic Na2Co2TeO6 is close to the

value of 4.73µB expected from a high-spin 3d7 system with S = 3/2 and L = 1

with unquenched orbital moment (g = 1.6 instead of 2). In contrast, the effective

moments of hexagonal Na2Co2TeO6 and Na2Co2SbO6 are, respectively, 5.34µB and

5.22µB, closer to the value 5.9µB expected from a high-spin state with g = 2 [151].

Thus, the lower effective moment of the monoclinic cobalt tellurate compound is

more consistent with a fully unquenched orbital degree of freedom and enough

spin-orbit coupling to create a g-value smaller than 2. This can be interpreted as

a stronger SOC in monoclinic Na2Co2TeO6 compared to the other two cobaltate

systems.

Figure 6.2(b) shows the effect of an applied field on the magnetic susceptibility

in monoclinic Na2Co2TeO6. Increasing the field suppresses the transition peak in

χ by enhancing the low-temperature tail until the measured χ at 6.5 T saturates

and behaves like a FM transition. A similar behavior is observed in hexagonal

Na2Co2TeO6 compound and is interpreted as the onset of a magnetically disor-

dered state [66].

In Fig. 6.2(c) the magnetic field dependence of the magnetization in mono-

clinic Na2Co2TeO6 is shown at temperatures 2 K, 25 K, and 150 K for fields up to

7 T. The magnetization in monoclinic Na2Co2TeO6 reaches 1.6µB at 2 K (black

data) and has not saturated at 7 T. In order to achieve saturation of the magne-

tization, higher magnetic fields are required. As shown in the inset of Fig. 6.2(c),
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the magnetization data at 2 K displays a weak hysteresis for very small magnetic

fields, which suggests competition between FM and AFM interactions in mon-

oclinic Na2Co2TeO6. This is consistent with the observed positive ΘCW and the

non-vanishing χ(T) at T < TN. A competition between FM and AFM correlations,

i.e., having an AFM transition despite a positive ΘCW, is generally considered ev-

idence of magnetic frustration which is essential in achieving a QSL phase [65].

Similar behavior, a positive CW temperature and a weak hysteresis, was reported

for a polycrystalline sample of Na2Co2SbO6 formed in space group C2/m [146].

6.5 Sample Quality

The monoclinic Na2Co2TeO6 compound is very sensitive to the synthesis con-

ditions. Adding more excess of Na2CO3 precursor or lowering the synthesis tem-

perature can change the inter-layer Na content in the resulting compound. Fig-

ure 6.3(a) shows the x-ray patterns for two different Na2Co2TeO6 samples with

different Na content. S1 is the same quality as the data used in this chapter and

S2 refers to a sample with more inter-layer Na atoms and Co deficiencies in the

honeycomb layers. The x-ray pattern of S2 shows a shift in the first peak to the

right compared to the first peak in the S1 pattern, this difference is due to a small

decrease in the inter-layer spacing of S2 due to stronger connections between the

honeycomb layers (more inter-layer Na atoms). An increase in the inter-layer Na

content happens at the cost of the Co deficiencies in the honeycomb layers due

to the charge neutrality condition in the compound. The Co deficiency in S2 en-

hances the a and b lattice parameters due to a break in the chain of honeycomb

networks of Co atoms compared to S1, and as expected we observe a shift to the

left in the first two honeycomb peaks. We also compare the magnetic susceptibil-

ity as a function of temperature between both S1 and S2 samples. The S2 sample

shows a peak in the dχ/dT at 5.9 K, lower than what is reported for S1 (TN =
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Table 6.3: A comparison between the lattice parameters of S1 and S2 samples.

Sample Name a (Å) b (Å) c (Å) β (deg.)
S1 5.33225(6) 9.20808(8) 5.80718(8) 108.90837(88)
S2 5.35919(4) 9.24795(7) 5.77787(6) 108.92163(60)

9.6 K). Sample S2 also displays an additional upturn at 3 K. Table 6.3 compares

the lattice parameters between S1 and S2 samples.

Sample S2 can be a good candidate to study the effect of random vacancies

on the Kitaev spin-liquid physics without the adverse effect of stacking faults.

Also, the more localized magnetic d orbitals in Na2Co2TeO6 make it an ideal

system in which to study the role of magnetic vacancies when only nearest-neighbor

interactions are present. In 5d systems such as iridates, the next-nearest neighbor

interactions cannot be neglected, and those interactions often prefer AFM order

over the QSL phase [116, 153].

6.6 Heat Capacity

Analyzing the magnetic heat capacity and entropy is helpful in determining the

ground-state of an ordered system. As shown in Fig. 6.4(a), the heat capacity has a

sharp peak at 12 K, consistent with the magnetic susceptibility data. The inset of

Fig. 6.4(a) shows the derivative of the heat capacity as a function of temperature.

As was observed for dχ/dT , the AFM peak in the dC/dT curve occurs at 9.1

K and confirms that TN = 9.6 K in the monoclinic Na2Co2TeO6. This 9.6 K

AFM peak in the monoclinic structure is at a lower temperature compared to the

hexagonal structure, which orders at TN = 27 K and indicates a stronger magnetic

frustration in the monoclinic compound [154].

To isolate the magnetic portion of the heat capacity in monoclinic Na2Co2TeO6,

we synthesized its non-magnetic analog in the same crystal structure, mono-

clinic Na2Zn2TeO6, whose measured heat capacity is shown as the black data in
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Figure 6.3: (a) A comparison between the x-ray patterns of sample S1 (a high-
quality sample) and S2 (Co deficient due to an increase in the inter-layer Na
content). (b) The effect of sample quality on the magnetic susceptibility and,
accordingly, the transition temperature.
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Figure 6.4: (a) The measured heat capacity divided by temperature per mole
Co or Zn is plotted as a function of temperature for monoclinic Na2Co2TeO6 and
Na2Zn2TeO6 (lattice contribution). The black data is multiplied by a factor of 0.9
to include the mass correction. Inset shows the derivative of heat capacity as a
function of temperature to identify TN . (b) The magnetic heat capacity (Cm) and
magnetic entropy (Sm) of monoclinic Na2Co2TeO6 as a function of temperature
are shown in units of R ln(2). (c) Heat capacity (C/T ) per mole Co atom as a
function of temperature is plotted up to 9 T for T < 40 K. The TN peak is not
completely suppressed by increasing the magnetic field in monoclinic Na2Co2TeO6.
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Table 6.4: Magnetic and thermodynamic properties of Na2Co2SbO6, hexagonal
and monoclinic polymorphs of Na2Co2TeO6.

Material Structure TN (K) ΘCW (K) µeff ( µB
mol

) Sm/Co Ref.
Na2Co2SbO6 C2/m 8.3 +2.2 5.22 1.47 R ln(2) [65]
Na2Co2TeO6 P6322 27 −8.3 5.34 0.70 R ln(2) [65, 151]
Na2Co2TeO6 C2/m 9.6 +10.28 4.83 0.70 R ln(2) this work

Fig. 6.4(a). We subtracted the phonon contribution (C/T of monoclinic Na2Zn2TeO6)

from the total heat capacity of monoclinic Na2Co2TeO6 and obtained the magnetic

heat capacity for the monoclinic structure, which is plotted in units of R ln(2) per

mole Co in Fig. 6.4(b) (black data). The TN is clearly resolved in the Cm/T

curve. The small change in the slope of the Cm/T curve at 30 K might be due

to a small amount of impurity from hexagonal compound inclusions. We also

calculated the magnetic entropy by integrating the Cm/T curve as a function of

temperature, Sm =
∫
(Cm/T )dT . The calculated magnetic entropy reaches 70%

of the expected molar value R ln(2) per Co atom at 50 K . The molar entropy is

expected to be R ln(2) if the magnetic ground state constitutes pseudo-spin 1/2 de-

grees of freedom, as theoretically suggested for the Co2+ ions (3d7) in the high-spin

state with a Γ7 doublet ground-state [155]. Releasing 70% of this amount across

the AFM transition indicates considerable fluctuations of the pseudo-spin 1/2 de-

grees of freedom due to magnetic frustration. Table 6.4 compares the magnetic

and thermodynamic properties of monoclinic Na2Co2TeO6 with its predecessors

Na2Co2SbO6 and hexagonal Na2Co2TeO6.

The measured C/T as a function of temperature under applied magnetic field is

presented in Fig. 6.4(c). The heat capacity divided by temperature shows similar

behavior to the magnetic susceptibility and displays a suppression of the AFM

peak with increasing field. However, in contrast to the complete change of behavior

seen in χ at 6.5 T, the C/T data still shows a residual peak up to 9 T. Only having

access to the χ as a function of temperature measured up to 6.5 T, one can say
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the system is in a magnetically disordered state due a complete suppression of the

TN peak. Meanwhile, the measured C/T as a function of temperature shows a

residual TN peak even at 9 T, which suggests that to suppress the TN peak in the

heat capacity a higher field is required. Similar suppression of the AFM peak has

been reported for hexagonal Na2Co2TeO6 [66, 154].

6.7 Conclusion

The results we have presented here revealed the interesting interplay of struc-

tural symmetry and magnetic properties in the Na2Co2TeO6 polymorphs. Al-

though both polymorphs possess identical Co-Te honeycomb layers, the magnetic

properties of monoclinic Na2Co2TeO6 are markedly more similar to the isostruc-

tural Na2Co2SbO6 in space group C2/m than to its hexagonal polymorph in space

group P6322. Both monoclinic Na2Co2TeO6 and Na2Co2SbO6 have a positive CW

temperature and a single AFM transition with evidence of anisotropic interactions

and magnetic frustration. These results make a strong case for the crucial role of

lattice symmetry in the ongoing search for an ideal Kitaev system.
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CHAPTER VII

Challenges of Topo-Tactic Exchange Synthesis

Topo-tactic exchange synthesis is a powerful method to locally and partially

modify the structural properties of a material. This method is specifically helpful

in the case of Kitaev materials since it affords the possibility of keeping the hon-

eycomb structures intact while the inter-layer chemistry, or sometimes even the

intra-layer alkali metal, in the honeycomb layers can be modified. In chapter III,

I showed how changing the inter-layer atoms and their coordination can lower the

transition temperature in the exchange system. The inter-layer Li atoms in the

parent compound α-Li2IrO3 are octahedrally coordinated and make a strong con-

nection between the layers. I was able to change the inter-layer connections with

linearly coordinated Ag atoms in Ag3LiIr2O6 via a topo-tactic method. These

partial changes in the structural properties of the parent compound led to a re-

duction in the transition temperature and therefore its proximity to the Kitaev

phase.

As discussed earlier in chapter III and IV, the topo-tactic synthesis method

can enhance the structural disorder in the compound, and in severe cases can even

hide the signatures of long-range order in experimental measurements thus leading

to misinterpretation of the data. Figure 4.1 presents the x-ray patterns of both

parent compound α-Li2IrO3 and exchange system Ag3LiIr2O6. The peaks in the
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range of 19◦ to 24◦ provide information about the quality of honeycomb ordering

in a sample. The honeycomb peaks for the parent compound are sharp and well-

separated which is evidence for less structural disorder, while the honeycomb peaks

in the Ag-exchange systems are all merged and form an asymmetric broad peak

due to higher levels of stacking fault disorder. We also confirmed our results via

TEM measurement of both samples, Fig. 3.14. Due to a weaker inter-layer O-Ag-O

connection between the honeycomb layers, the Ag-exchange compound is prone to

suffer from more stacking faults compared to its parent compound. In chapter IV,

I also showed that the topo-tactic method can create rows of unwanted atoms

by breaking the weak honeycomb networks when using a lower-quality parent

compound, and that this type of disorder can hide the signs of long-range ordering

in the system and lead to misinterpretation of the data.

Here, I present another challenge of using the topo-tactic exchange method

for modifying the honeycomb layered systems. One of the candidate elements to

replace the alkali metals in the first-generation of Kitaev materials is Cu. Cu atoms

can have different oxidation states in a compound, and overall charge neutrality

in the compound forces the magnetic element to have a mixed valency as well.

The mixed valency of the magnetic element produces a new type of disorder in

the system which is not in favor of Kitaev physics.

7.1 Second Example of a Complete Exchange Material

I was able to successfully prepare another complete exchange material, Cu2RhO3,

via topo-tactic reaction. I used the parent compound Li2RhO3 and CuCl (halide

compound) as precursors for synthesizing Cu2RhO3. A high-quality Li2RhO3 sam-

ple was mixed with CuCl according to

Li2RhO3 + 2CuCl → Cu2RhO3 + 2LiCl (7.1)
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Figure 7.1: Left: The honeycomb network in parent compound Li2RhO3 with a
Li atom at the center. The inter-layer connections between the honeycomb layers
in the parent compound are in an octahedral coordination. Right: The intra-layer
and inter-layer alkali atoms are replaced by Cu atoms in Cu2RhO3. The inter-layer
connections in the exchanged compound are linearly coordinated O-Cu-O bonds.

with excess of CuCl and heated to 400 ◦C under mild conditions to synthesize

Cu2RhO3. Figure 7.1 compares the crystal structures of both parent compound

and the exchange system. Both intra-layer and inter-layer Li atoms are replaced by

Cu atoms in Cu2RhO3. The inter-layer Li atoms are octahedrally coordinated and

connected to three O atoms on top and three O atoms on the bottom. Meanwhile,

the inter-layer connections between the honeycomb layers in Cu2RhO3 are weaker

and in a dumbbell coordination (O-Cu-O).

7.2 Rietveld Refinement Analysis

Figure 7.2 presents the PXRD pattern of a high-quality sample of Cu2RhO3.

All the Bragg peaks are well indexed in space group C2/m, specifically the char-

acteristic peaks for the honeycomb ordering structure in the range of 19◦ to 26◦.

This asymmetric broad peak is barely visible in the x-ray pattern due to more
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Table 7.1: Unit cell and Rietveld refinement quality factors for Cu2RhO3 from
PXRD Rietveld refinement analysis.

Unit cell parameters Refinement parameters
Space Group C2/m Parameters 23

a (Å) 5.29451(6) RBragg (%) 6.03
b (Å) 9.15922(10) RF (%) 5.32
c (Å) 5.95420(6) Rexp (%) 3.15
β (◦) 107.11320(132) Rp (%) 3.67
V (Å3) 275.957 Rwp (%) 4.97
Z 2 χ2 2.49

ρ (gr cm−3) 6.665 T (K) 295

stacking fault disorder in the system. A similar observation was also reported for

the isostructural Ru-based compound [156]. To have a better understanding of

the crystal structure of the Cu2RhO3 system, I calculated the bond-angle variance

(σ) for Cu2RhO3, finding a σ value of 8.7◦. The σ value for Cu2RhO3 is signifi-

cantly larger than what is observed in parent compound Li2RhO3 (3.1
◦), and large

even compared to Ag3LiRh2O6 (6.1◦) which is partially modified. This increase

in the bond-angle variance might be due to more distorted intra-layer Cu atoms

at the center of the honeycomb networks. Cu atoms can be in oxidation states of

+1 and +2 and the larger distortion may be due to the presence of Cu2+ in the

honeycomb layers. The summary of the Rietveld refinement of Cu2RhO3 such as

lattice parameter, R-factors, Wyckoff site occupancies, and Debye-Waller factors

are presented in Table 7.1 and 7.2. PXRD measurements were performed using a

Bruker D8 ECO instrument with Cu-Kα x-ray source at room temperature. The

FullProf suite and VESTA software were used for the Rietveld refinements and

crystal visualizations [76, 81].
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Figure 7.2: The x-ray diffraction pattern of Cu2RhO3 (red open circles) and
Rietveld refinement analysis using C2/m model (black solid line) are presented.
The inset shows the honeycomb ordering peaks in the range of 19◦ to 26◦. This
asymmetric broad peak is barely visible which indicates a higher level of stacking
faults in the sample.

Table 7.2: Atomic coordinates, site occupancies, and the isotropic Debye-Waller
factors for the Rietveld refinement of Cu2RhO3 from PXRD Rietveld refinement
analysis.

atom site x y z occ. Biso (Å2)
Rh1 4g 0 0.16903(25) 0 0.748 0.42
Cu1 4g 0 0.16903(25) 0 0.246 0.42
Rh2 2b 0 1/2 0 0.488 0.46
Cu2 2b 0 1/2 0 0.500 0.46
Cu3 4h 0 0.31506(37) 1/2 1.000 0.53
Cu4 2c 0 0 1/2 1.000 0.53
O1 8j 0.88100 0.34300 0.17200 1.000 0.55
O2 4i 0.91600 0 0.18300 1.000 0.55
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Figure 7.3: EDX spectrum from a pressed pellet of Cu2RhO3.

Table 7.3: EDX measurement results on a pressed pellet sample of Cu2RhO3, the
results obtained from EDX suggest the chemical formula Cu2.005Rh0.994O3.

Atoms atomic % atomic % atomic % average
Cu 36.7 35.6 36.6 36.3
Rh 18 18 18 18
O 45.3 46.5 45.4 45.7333

7.3 Energy Dispersive X-ray Spectroscopy

We performed energy dispersive x-ray spectroscopy to confirm the chemical

composition of the newly synthesized honeycomb Rh compound, Cu2RhO3.
1 Fig-

ure 7.3 and Table 7.3 present the results of EDX measurements. The obtained

chemical formula from the EDX measurement, Cu2.005Rh0.994O3 is in excellent

agreement with the results of our x-ray diffraction analysis and we can confirm that

Cu2RhO3 is the second example of a complete exchange system after Cu2IrO3 [55].

1The EDX measurement has been done by Xiaohan Yao.
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7.4 X-ray Absorption Spectroscopy

As discussed earlier, Cu atoms tends to be in oxidation states of 1+ or 2+.

Cu1+ is non-magnetic and forms in a linear or dumbbell coordination, while Cu2+

is magnetic with S = 1/2 and it has a square planar form in a compound. For the

purpose of Kitaev physics, it is necessary to keep the oxidation state of Rh ions

at 4+ to retain the Jeff = 1
2
state in Cu2RhO3, similar to its parent compound.

However, having a mixed valency in the Cu atoms will force the Rh atoms to

have mixed valency as well. Previously in Cu2IrO3 [108], it was reported that this

compound suffers from a mixed valency of Cu1+/Cu2+ and therefore Ir4+/Ir3+.

However, we believe the mixed valency in the Cu2RhO3 is more severe due to two

reasons: barely visible honeycomb ordering peaks in the PXRD pattern, and a

large value for the calculated bond-angle variance. The XAS measurement is a

powerful technique for determining the oxidation states of elements in a material.

We performed XAS measurements on a high-quality Cu2RhO3 sample as well as its

references, Li2RhO3 (Rh4+) and NaRhO2 (Rh3+).2 Figure 7.4 (a) shows the XAS

data of all three Rh compounds for the Rh L3 edge. The Rh L3 edge in Li2RhO3

shows a shoulder which is a signature for holes in t2g levels and this shoulder is

absent in both Cu2RhO3 and NaRhO2. The difference between the peak positions

of Cu2RhO3-Li2RhO3 and Cu2RhO3-NaRhO2 is 1.22 eV and 0.13 eV, respectively.

The absence of the shoulder and proximity of the Rh L3 edge of Cu2RhO3 to the

peak for NaRhO2 suggest a large portion of the Rh ions are in an oxidation state

of 3+, which is a non-magnetic element. From the XAS data of both Li2RhO3 and

NaRhO2, we tried to model the XAS data of Cu2RhO3 in Figure 7.4(b). According

to our model based on the experimental work, we believe about 40% of Rh ions

are in the oxidation state of 4+ and the rest are in the oxidation state of 3+. The

mixed valency in the oxidation state of Rh ions confirms the presence of mixed

2The XAS measurements were performed by Dr. D. Haskel at Argonne National Lab.
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Figure 7.4: (a) We present the results of XAS measurements on Cu2RhO3,
Li2RhO3, and NaRhO2. Li2RhO3 and NaRhO2 are used as a reference for Rh4+

and Rh3+, respectively. (b) Using Li2RhO3 and NaRhO2 XAS results to generate
a model for Cu2RhO3 to estimate the oxidation state of Rh ions in the honeycomb
layers.

valency in the oxidation state of Cu ions as well. We believe all the Cu2+ ions are

located in the honeycomb layers and their coordination in the compound is the

main source of a significant increase in the trigonal distortion in the compound.

7.5 Conclusion

In this chapter, I discussed one of the challenges of the topo-tactic synthesis

method. This method is a powerful synthesis technique to partially modify the

crystal structure of a compound. However, it is also important to understand the

challenges and problems that this technique can cause. In earlier chapters, I dis-

cussed the increase in stacking fault disorder in the second-generation compounds,

as well as an example of having rows of unwanted atoms in a product compound

when using a weak honeycomb-ordering parent compound. Here, I introduced

a second example of a complete exchange system which faces a severe level of

mixed valency of Rh4+/Rh3+ as well as Cu1+/Cu2+. The only examples of com-

plete exchange materials are reported for the Cu-exchange systems Cu2RhO3 and
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Cu2IrO3. Both compounds suffer from a mixed valency of Cu1+/Cu2+; however,

this problem is more pronounced in the case of Cu2RhO3.
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CHAPTER VIII

Conclusion

In this dissertation I discussed my experimental studies of the physics related

to Kitaev materials from different viewpoints and provided a few examples of

important material characteristics in favor of Kitaev interactions. In chapter III,

I introduced a new Kitaev candidate material, Ag3LiIr2O6. This compound is

produced by modification of the inter-layer chemistry in the parent compound

α-Li2IrO3 via a topo-chemical method. The replacement of light, octahedrally

coordinated inter-layer Li atoms in α-Li2IrO3 by heavy, linearly coordinated inter-

layer Ag atoms increases the inter-layer spacing as well as the effect of SOC in

the honeycomb layers. The results of the structural modifications in the product

compound lead to a reduction in the long-range ordering temperature compared

to the parent compound, which puts Ag3LiIr2O6 in closer proximity to the Kitaev

limit.

In chapter V I presented the first experimental observation of tuning the low-

energy physics of a honeycomb compound from the Kitaev to the Ising limit. It

has been theoretically predicted that the physics of Kitaev materials is more di-

verse beyond what has been studied thus far, and this work represented a first

glimpse of this diversity. I was able to introduce a honeycomb-layered com-

pound, Ag3LiRh2O6, via modification of the inter-layer connections between the
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honeycomb-layered Kitaev material Li2RhO3. The structural modification of the

parent compound increased the trigonal distortion around the octahedral envi-

ronment of the Rh atoms in the product system. The combination of trigonal

distortion in the presence of weaker SOC led to a change of the spin-orbital state

from the Jeff = 1
2
state, which drives Kitaev interactions in Li2RhO3, to a novel

µ = 1
2
state that drives Ising interactions in Ag3LiRh2O6. The change in the spin-

orbital state of Ag3LiIr2O6 is accompanied by a dramatic change of magnetism:

a robust AFM ordering transition at 94 K which is one order of magnitude larger

than all the other studied Kitaev candidates.

In chapter VI I introduced a new high-spin configuration of 3d7 Kitaev candi-

date material synthesized with transition metal Co2+. The new Kitaev candidate

material is another polymorph of hexagonal Na2Co2TeO6, which is crystallized

in space group C2/m, the so-called monoclinic Na2Co2TeO6. The monoclinic

Na2Co2TeO6 shows an AFM ordering peak at 9.6 K, different from the three

AFM ordering temperatures at 27, 15, and 7 K in hexagonal Na2Co2TeO6. The

change in the crystal summery of the Na2Co2TeO6 compound from space group

P6322 to space group C2/m significantly modifies the thermodynamic properties

of the monoclinic system, leading to a reduction in the transition temperature as

well as the number of anomalies. I also showed that the thermodynamic properties

of monoclinic Na2Co2TeO6 are very close to what is reported for its isostructural

compound Na2Co2SbO6. This is an important finding regarding the importance

of crystal symmetry to Kitaev candidates.

In addition to the important material characteristics in favor of Kitaev physics,

such as enhancement of SOC, modification of the spin-orbital state, and crystal

symmetry, I also studied the challenges and problems that a topo-tactic exchange

reaction can produce in the product systems. In chapter IV, I reviewed how the

quality of the parent compound used for the exchange reaction can have a direct
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role in the overall level of disorder in the product compound. An enhancement

in the level of stacking fault disorder in the second-generation of Kitaev materials

which are synthesized via a topo-tactic reaction is inevitable; however, a parent

compound with a weak honeycomb structure can cause new type of disorders such

as unwanted rows of atoms in the honeycomb layers. This type of disorder can

conceal the signatures of long-range ordering in the system and lead to misin-

terpretation of experimental data. Later in chapter VII, I introduced a second

example of a complete exchange compound, Cu2RhO3. I showed how the mixed

valency in the oxidation state of Cu1+/Cu2+ can cause mixed valency in the mag-

netic element Rh4+/Rh3+, where the Rh3+ is a non-magnetic element and the

presence of a large number of them in the honeycomb layers produces a new type

of disorder in the system which disfavors Kitaev physics.

To establish and design a method to synthesize an ideal Kitaev material that

can satisfy all the required criteria of the Kitaev model, it is crucial to gather all

the important features in favor of Kitaev physics, as well as to understand the

experimental challenges in the techniques used for synthesizing these materials.

Eventually, this can pave the way towards realizing an ideal Kitaev material.
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