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Abstract

The discovery of topological phases has ushered in an era of new materials with exotic electronic
properties; one particular area of excitement is realizing and studying topologically superconducting
systems. These topological superconductors are theorized to host exotic excitations that can be applied
towards making fault tolerant quantum computations. One way to achieve this is depositing thin films
of topological insulators onto superconducting substrates. Molecular beam epitaxy offers precise control
for fabricating thin film heterostructures down to the single layer limits. In this thesis I will present
my work on the synthesis of thin film topological insulators grown epitaxially on both an iron based
superconductor FeT'eq 555€0 45 as well as a cuprate superconductor BiaSroCaCus0,+5. Additionally I
will cover the scanning tunneling microscopy/spectroscopy characterization of the emergent phenomena
on the surface as well as at the interface of these heterostructures. This work presents a viable
platform for exploring the emergence of superconductivity in topologically insulating materials, as well

as demonstrates the importance of a clean interface.
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Chapter 1 - Topological Materials

1.1 Introduction and Scope

Condensed matter physics aims to understand the fundamental laws that govern the behavior of
solids and liquids. One of the most intriguing phenomena in condensed matter is when a material
undergoes a phase transition. When most people think of a phase solids, liquids and gasses come to
mind as well as plasma in some instances. In actuality, there are a plethora of rich and exotic phases
for example superconductors and all the various magnetic orderings. For much of this century these
phase transitions were understood through the lens of broken symmetry developed by Landau [1, 2]
who built off mathematician Emmy Neother’s famous theorem that related conservation laws to an
associated continuous symmetry [3]. A simple example of a symmetry breaking phase transition is
when a liquid freezes into a solid crystal. In the liquid phase the particles can exist anywhere inside
the container that confines it, therefore the liquid has continuous translational symmetry. When
the liquid freezes the atoms take on discrete lattice positions, and thus the continuous translational
symmetry is broken during this phase transition. This framework has been used to describe many of
the more complex phase transitions in condensed matter as well, such as the superconducting phase
transition. When a material cools down enough to form Cooper pairs and becomes superconducting,
the electromagnetic gauge symmetry is broken. This broken symmetry framework dominated our
understanding of most phase transitions until Klaus von Klitzing’s electrical transport measurements
in 1980 sparked a revolution in our understanding of phase transitions. Von Klitzing applied a magnetic
field to a MOSFET device at low temperature and measured its Hall resistance. He found that it was
surprisingly quantized in integer multiples of % where h is Planck’s constant and e is the elementary
charge of an electron [4]. The precise quantization of the Hall resistance alone was a striking enough,
but von Klitzing also noted how robust this quantum Hall all state was. He noticed how the geometry
of the device did not affect this quantization [4]. Von Klitzing had discovered the integer quantum
Hall effect. For specific values of the magnetic field different quantum Hall states were observed, but

there was not any obvious broken symmetry that distinguished these quantum Hall phases from each



other. This was one of the first experimental results that showed that the broken symmetry framework
was incomplete and there was more that needed to be understood. Around the same time theoretical
physicists were applying the mathematical concept of topology to 2-D superconducting systems [5].
The mathematical field of topology studies geometric properties that remain unaffected by smooth and
continues deformations. A common example of this is that a smooth ball and a donut are topologically
different because you cannot change one into the other unless you pierce a hole in it. While a donut

and a coffee cup are the same because you can smoothly deform them back and forth (Figure 1.1.1).

7N

Figure 1.1.1: A common schematic showing that a coffee cup and donut have the same topology
while a donut and smooth sphere do not.

Despite the coffee cup losing its ability to hold liquid the amount of holes remains unchanged and
therefore we would say the two objects are topologically equivalent (Figure 1.1.1). Though the math-
ematical field of topology can trace its roots back to the end of the nineteenth century it remained
largely out of the collective physics conscience until the 1970s and 1980s. In the early 1970s Michael
Kosterlitz and David Thouless along with Soviet physicist Vadim Berezinskii, were using topology to
model superconducting phase transitions [0, 5]. Only a couple years after von Klitzing’s experimental
discovery of the integer quantum Hall effect David Thouless in 1982 was able to describe his observation

using topology similar to his earlier work. He was able to theoretically describe the quantization of the



Hall conductance observed in von Klitzing’s transport measurements, and showed that the different
quantum Hall states had different topology [7]. This sparked a revolution in discoveries and predic-
tions and topological phase transitions were at the center. One of these such predictions came from
Duncan Haldane in 1988 where he showed that it was theoretically possible to have a quantum Hall
state in some time-reversal symmetry breaking systems in the absence of a magnetic field [8]. Though
it was theoretically shown it was not apparent what sort of system could exhibit this behavior. It took
another couple of decades until 2006 when Bernevig and Zheng theorizes that in systems with strong
spin orbit coupling and strain you should be able measure a quantum Hall state [9]. Most importantly
they predicted it should be observable using strained zinc-blend semiconductors [9]. Only one year
later it was experimentally realized in a thin layer of HgTe sandwiched between two CdT e layers [10].
This marked the discovery of a true topological insulator (TI), a system that has conducting edges but
an insulating bulk in the absence of a magnetic field. This sparked several theoretical and experimen-
tal discoveries most notably the use of alloying to make the first 3D TI [11] and the discovery of the
first single crystal Zy TI [12, 13, 14]. Other topological insulator phases were also discovered such as
the topological crystalline insulator (TCI) whose surface states are protected by the symmetry of the
lattice [15, 16]. Until fairly recently our understanding of phase transitions was missing a key a part,
that being topology. It was clear how impactful the theoretical understanding of topological phase
transitions was, rightfully earning Thouless, Kosterlitz and Haldane the 2016 Nobel prize in physics.
I doubt von Klitzing could have predicted how impactful his simple transport measurements would

become, and the multitude of experimental and theoretical discoveries that would follow as a result.

The 2010’s have been filled with numerous predictions and discoveries of different materials that
have topological properties. Most interesting and relevant to this dissertation was the prediction of
Liang Fu and Charlie Kane. They theorized that when a topological insulator is brought in proximity
to an s-wave superconductor, the superconducting proximity effect gives rise to p, +ip, type supercon-
ductivity on the surface of the TT [17]. When a magnetic field is applied to this system, a new type of
quasiparticle known as a Majorana bound state could emerge located in the core of magnetic vortices
[17]. The discovery of the topological crystalline insulator birthed a similar theory that predicated
superconducting TCIs could be a new type of topological superconductivity different than that of
proximitized Zy TIs. These superconducting TCIs could host multiple Majorana bound states inside
single vortex cores [18], as well hosting tunable Andreev bound states [19]. Efforts in achieving topo-
logical superconductivity through the use of the superconducting proximity effect has mostly employed
the use of low-T,. superconductors such as NbSeqy [20, 21, 22, 23, 24] and elemental ones [25, 26]. While
the efforts to induce superconductivity with high-7; superconductor BisSroCaCuy0g,, has had con-

flicting results [27, 24, 28, 29].



This dissertation is focussed on my efforts to realize and study topological superconductivity, in
a few different heterostructures using high-T, superconducting substrates. Chapter 2 will introduce
the two main experimental techniques used during my Ph.D., the first and foremost being molecular
beam epitaxy and the second being scanning tunneling microscopy/spectroscopy. In chapter 3, I will
introduce the laboratory equipment in Professor Ilija Zeljkovic’s lab and how the sample substrate’s
studied in this dissertation were prepared. Chapter 4 will go over the use of an iron based supercon-
ductor for realizing topological superconductivity in both a TT BisTes and TCI SnTe. In chapter 5,
I will cover my efforts to use BisSroCaCuz0g., to also induce superconductivity in TT BisTes and

offer a reasonable explanation for the gap like features observed around the Fermi energy.



Chapter 2 - Experimental Techniques

2.1 Basic Principle of Molecular Beam Epitaxy

Molecular beam epitaxy (MBE) is a technique that allows one to synthesize single crystal thin films
in a highly controllable fashion. Early work on MBE was done by German scientist Gilinther in 1958
[30] where he heated up elements inside a vacuum chamber until they became gaseous and condensed
onto a substrate. The MBE process was further developed by Davey and Pankey who demonstrated the
layer by layer growth mode for growing high quality GaAs films [31]. Cho and Arthur developed what
most closely resembles a modern MBE system utilizing an electron gun to monitor the film growth in
real time [32]. The name molecular beam epitaxy is self-explanatory. The goal is to create beams of
molecules that condense epitaxially which just means in a layer by layer growth. Figure 2.1.1 shows a

diagram of the outside of an MBE chamber.
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Figure 2.1.1: Cartoon diagram showing the various components that make up a molecular beam
epitaxy system

An MBE system needs to technically only have three main parts to function. The first is some sort
of pump, typically a turbo molecular pump that is backed by a rotary vane roughing pump, without
this ultra-high vacuum conditions would not be possible. The second pinnacle part is the effusion cells.
These are what heat up the materials one wishes to evaporate. The last part is the substrate heater,
without this one could not tune the growth conditions to grow the desired films. Besides these an MBE
is also typically equipt with a reflection high energy electron diffraction (RHEED) system, a quartz
crystal growth monitor (not pictured) as well as a way to manipulate the position of the substrate

heater and rotate it. Figure 2.1.2 gives a diagram of the inside of a typical MBE system.



Figure 2.1.2: Cartoon diagram showing inside a typical MBE system and how the thermal evapora-
tors, substrate heater and RHEED system are aligned with respect to each other

Inside the MBE the effusion cells are pointed directly at the substrate heater positioned above
them. They have shutters that can be used to block the beams until one wants to start deposition. A
RHEED system is used to monitor the growth in real time. It works by reflecting a high energy beam
of electrons off the sample surface onto a florescent screen at a low angle. This resulting diffraction
pattern is monitored in real time by a camera and viewed on a computer (Figure 2.1.3). Since electrons
are charged they don’t penetrate very far into the sample and thus the diffraction pattern comes from

just the top most layers.



Figure 2.1.3: Example of RHEED images taken of a crystal with a hexagonal crystal lattice, showing
the two high symmetry directions (a) 0° and (b) 30°.

When the electron beam is aligned with the direction of the crystal lattice a RHEED pattern
comprised of streaks will appear. The distance between these streaks corresponds to the periodicity
of the films lattice along that direction. This is best illustrated in the diagram below that shows the

high symmetry directions for both a square and hexagonal lattice (Figure 2.1.4).

Figure 2.1.4: Diagram explaining what lattice spacings the high symmetry directions in RHEED
correspond to (a) square lattices and (b) hexagonal lattices.



When the film has a cubic crystal structure and it grows in the 001 direction, the atoms are arranged
in a square lattice on the surface (Figure 2.1.4 a). The two high symmetry directions are orientated
45° with respect to each other. One of the spacings corresponds to lattice constant while the other is
half the body diagonal of the square lattice. In the case where one’s surface has hexagonal symmetry
(Figure 2.1.4 b) there are two high symmetry directions that are 30° apart, and are proportional by
V/3. The proportionality of these spacing can tell much about the crystal structure of the film one is

growing.

2.2 Introduction to Scanning Tunneling Microscopy

While working at IBM’s research facility in Ziirich Switzerland in 1982 physicists Gerd Binnig and
Heinrich Rohrer invented the scanning tunneling microscope earning them the 1986 Nobel prize in
physics. Abbreviated STM colloquially, this technique exploits the phenomena of quantum tunneling
to extract not only structural information on the atomic scale but electronic information as well [33].
Forty years after its invention the STM still remains one of the most useful experimental techniques

today.

When two materials are brought within close proximity to one another but remain separated by a
thin insulating layer there is a finite probability for electrons to tunnel across this barrier. In an STM
the two materials being tunnelled between are the STM’s tip and the material you are interested in
studying. Vacuum, or in some cases air acts as the insulating barrier. The prototypical STM uses an
atomically sharp metallic tip that sits inside a piezoelectric scanner tube. Figure 2.2.1 below illustrates

the conventional STM’s setup.
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Figure 2.2.1: Schematic diagram of the STM tip-sample junction electrical setup.

The piezoelectric effect is a phenomenon where some materials generate a small electric response
when it is stretched or squeezed. This property also works in reverse allowing you to strain the material
by applying a voltage across it. This enables the STM tip to move across the sample laterally as well
as adjust its vertical position with subatomic precision. The STM tip and sample are connected with
a bias line, which allows the electrons to tunnel between different occupied and unoccupied states of
the sample and tip (Figure 2.2.2). Lastly the tunneling junction circuit contains a feedback loop which

is used for taking different types of STM measurements (Figure 2.2.1).
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Figure 2.2.2: Diagram showing the quantum tunneling from the tips occupied states to the unoccu-
pied state of the sample, STM tip materials typically have a very flat density of states.

The tunneling current caused by the electrons moving from sample to tip and vice versa can be
expressed mathematically by:

bsampte-sip = =20 M [, €) - £ ()] [pe (6 = V) - [L= (= V)]

) 4dre
ltip—sample =~~~ M [pe (e = eV) - f (e = €V)] - [ps (e) - [L = f ()]
Where e is the magnitude of an elementary charge of an electron, h is Planck’s constant. The
matrix element |M|? can be obtained using the WKB approximation. The sample and tip density of

states is represented by ps(¢) and p;(e) respectively, and f(e) is the Fermi distribution:

1

To= T

Adding the tip to sample and sample to tip current contributions together and then integrating

over all the energies gives us an expression for the total current:

4me

—7/ M ps (e) pi(e = eV) [f () - [L = fe—eV)]| = f (e —eV) - [L = f (¢)] de

—0o0

I =

11



This expression for the total current as it stands is quite complicated and full of variables. One
particular complicating factor comes from the finite temperature effects necessitating the Fermi dis-
tribution inside the integral. Most STMs perform measurements at cryogenic temperatures of 4.2
degrees Kelvin or lower. Because of this the Fermi distribution term is approximately one from our
Fermi energy up until our applied bias voltage. While outside this range the Fermi distribution term

vanishes simplifying our expression for the tunneling current to:

eV
I~ —4—77;6/|M|2pS (€) pr (e —€eV)de
0
Another condition that can further simplify this expression is the material choice for the STM’s
tip. Two popular choices for STM tips are tungsten and platinum—iridium because they are “boring”
metals. The reason we refer to these as boring is because they have a very flat density of states
that does not vary much as a function of energy. The convenience of the tip’s density of states being
constant means it only has a scaling effect and any variance in the tunneling current comes purely

from the sample. This further simplifies our tunneling current to:

eV
4e
1% -, / MP p, (¢) de

0
Next, as mentioned above the WKB approximation can be used to approximate the matrix element
|M|?. This is because the vacuum barrier that separates the tip and the sample can be treated as a
simple square well with a bumpy bottom. Using the WKB approximation we get the matrix element

is:

M[? o ¢~2Hveme

Here m is the mass of an electron, s is the vacuum barrier’s width and ¢ is the local barrier height
and is a combination of the tip and sample’s work function [34]. Additionally this matrix element is

approximately energy independent [35] and can thus be pulled out of the integral as well giving us:

eV
4 S
I —%epte_%vsm‘/’/ps (e)de
0

Due to strict laboratory conditions the STM’s tunneling current only depends on the density of

states of the sample.

The most common type of scan and the one most people are aware of is the topograph. The name

scanning tunneling microscope implies that it can be used to image things on small scales. This is

12



done by applying a fixed bias voltage as well as a reference current (Is.;) . The tip and sample are
connected to a feedback loop (Figure 2.1.1) that adjusts the height of the tip in order to maintain a
constant measured current. As the tip moves across the sample in the xy-plane the change in the z
position traces out variations on the sample’s surface. Figure 3a illustrates the path the tip takes as
it moves across the sample, the piezo scanner is sensitive enough to move the tip closer to the sample

between atoms in order to maintain a constant current.

Time
............)

Figure 2.2.3: (a) Cartoon diagram showing how the STM tip adjusts its height in order to maintain
a constant current between the sample and tip; the red dotted line is the path it will trace out. (b)
Example of an STM topograph.

It should be noted that since we use the current to effectively map out the surface corrugations and
since the current depends on the density of states of the sample, these topographs inevitably contain
electronic information as well. Figure 2.2.3 b shows an example topograph with atomic resolution.
Though the sample is flat enough to see atoms, the variations in brightness are due to the locally

varying density of states.

As mentioned in the previous paragraph STM maps do not just contain structural information but

electronic information as well. Recall from our equation for the tunneling current:

eV
4dme
I =~ —Tpt |M|2/ps (5) de
0

If we switch off our feedback loop this will fix the STM tip height a constant distance from the

13



sample. This in turn makes all the terms outside of our integral constant. Therefore, the tunneling

current is directly proportional to the integral of the density of states of the sample:

Ioc/ps(s)ds

0
While the feedback loop is switched off, we use a lock-in amplifier to modulate the applied bias
voltage by a few millivolts. The lock-in applies this small modulation voltage (dV) and measures the
small changes in current (dI). This effectively takes a numerical derivative of our tunneling current
and is directly proportional to the local density of states of our sample.
dl

av x ps (V)

This allows us to not only map out the geometric properties of the sample but directly probe and
measure the density of states at a fixed energy. This fixed energy density of states map is aptly called

a dI/dV map. An example of one is shown in figure 2.2.4 a.

ol _

Low I | High

E
y
_ 0 . . .
x -200  -100 0 100 200

Sample Bias (mV)

Figure 2.2.4: (a) Example of a STM dI/dV map taken at a single energy and (b) example of a DoS
map that consists of multiple dI/dV maps taken at different energies. (c) Shows an example of an
average spectra obtained from a DoS map, the colored arrows denote the positions of the dI/dV maps

in (b).

In our topographic maps the color scale gives us predominantly structural information, while for
a dI/dV map the color scale gives us mostly electronic information. While in theory a perfectly flat

homogeneous crystal should not have a locally varying density of states real materials have impurities
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that electrons can scatter off of.

The dI/dV map is best thought of as a slice or photo of how the density of states varies locally
at a particular energy. If we change our applied bias voltage we can take another map and see how
the density of states changes with energy. We can do this for several energies stacking the 2D map
to make a 3D data structure we call these maps density of states map or DOS-maps for short (Figure
2.2.4 b). Furthermore we can average over a region of the sample and get a picture of our average

spectrum (Figure 2.2.4 ¢).

By this point, it should be apparent that STM is more than just a microscopy technique but is also
an extremely powerful spectroscopic technique as well. Though one drawback that STM has is that it
normally cannot measure the electron dispersion directly in a way that momentum resolved techniques
such as ARPES (angle resolved photo emission spectroscopy) can. The way STM gets around this is
by utilizing quasi particle imaging (QPI). As mentioned before, due to impurities in real materials,
electrons on the surface scatter and create local variance in the density of states. In fact these are
actually standing wave patterns created by the electrons elastically scattering and interfering with
themselves. Fourier transforming the dI/dV maps allows one to pick out the dominant wave vectors

at a specific energy (Figure 2.2.5 a).
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Figure 2.2.5: (a) Example of a dI/dV map and its 6-fold symmetries Fourier transform ¢ in red
denotes the length of the scattering vector. (b) Example of a Fourier transformed DoS map showing
how the length of the scattering vector varies with sample bias (red line). (c) QPI dispersion extracted
from the scattering vector lengths in (b).
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Doing this for a collection of dI/dV maps (Figure 2.2.5 b) allows you to directly measure the
electron dispersion (Figure 2.2.5 ¢). This technique was pioneered by Jenny Hoffman in the early
2000’s [36] and has been widely used by the STM community to electronically characterize various
materials. APRES measures the momentum of electrons that are ejected from the sample. Because of
this ARRPES cannot measure the unoccupied states beyond the Fermi level. STM on the other hand
is able to bias the sample and tunnel into the unoccupied states, allowing one to map the electron

dispersion beyond the Fermi level.
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Chapter 3 - Experimental Equipment

3.1 Home Built Molecular Beam Epitaxy

When I joined the lab of Professor Ilija Zeljkovic, he had recently joined Boston College’s faculty.
As someone who greatly enjoys building things, I was excited to be able to help build the lab from
the ground up. I was primarily tasked with building and designing our home built MBE system, to
interface with a commercial Unisoku STM system that we planned to purchase. In this section I will
describe in detail the MBE system I built, the commercial STM that was used to characterize my

samples as well as the vacuum suitcase that allowed for uncontaminated sample transfers.

The primary system I used during my Ph.D. studies was our home built MBE system pictured
below (Figure 3.1.1). The main MBE chamber is connected to a load lock separated by an ultra-high
vacuum gate valve, the load lock has its own turbo pump allowing us to maintain vacuum better than

5 x 1072 mbar at all times.
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Figure 3.1.1: (a,b) Photos of the homebuilt MBE system used in the Zeljkovic lab

Magnetic manipulators allow us to transfer the sample from the load locks storage to the heating
stage located at the center of the MBE chamber. The heating stage is mounted to a xyz-stage and
rotation arm so the sample position can be adjusted. The effusion evaporators known as Knudsen cells
(named after Martin Knudsen their inventor) are located at the bottom of the chamber with a line of

sight to the substrate heater. A RHEED gun and screen are located opposite to one another in order
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to monitor the sample growth quality in real time. Lastly an extra port with a gate valve is added so

we can interface it with a vacuum suitcase that I will elaborate on later.

The goal in building this MBE was to be able to interface it with a commercial Unisoku USM1300
STM. In order to make this possible we designed the MBE to use the same “unisoku” style sample
holder (Figure 3.1.2) as our STM. These sample holders are designed with three electrically isolated
wings made of titanium and molybdenum. Two of the wings are connected in series by a tungsten
filament between them. This allows us to run a current through the filament heating up the whole
sample holder much like a light bulb. The third wing connects to the top plate where the sample is

mounted; this wing is used to bias the sample while it is inside the STM.

Bias Wing

i -- -

Alumina Washer

Filament Wing

Figure 3.1.2: (a,b) Photos of the unisoku style sample holder showing how the filament wire is
connected to two of the wings.

At first we built a heating stage in house in our machine shop. And although it worked for some
time, we later decided to purchase and modify an off the shelf heating stage directly from Unisoku.
Once the load-lock has reached sufficient vacuum pressures the sample holder is moved into the main

MBE chamber where the wings of the sample holder slot underneath the electrically isolated spring of
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the heating stage (Figure 3.1.3 a). There is a knob on the side that allows one to tilt the sample so
it is facing down toward the Knudsen cells (Figure 3.1.3 b). The “half-moons” allow one to maintain

electrical contact when moving it between the exchange position and the growth position (Figure 3.1.3

c).

Filament Contacts

Figure 3.1.3: (a-c) Photos of the MBE’s unisoku style heating stage, showing (a) how the filament
makes electrical contact with the heating stage springs and (b) how it is tilted to face down at the
evaporators. (¢) Shows an example of sample holder glowing from being heated up to high tempera-
tures.
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In order to calibrate the sample holders, we use a separate heating stage that is located in our
load-lock. Instead of a substrate being glued to the top plate, we spot weld a k-type thermocouple.
This allows us to measure the surface temperature of our sample holders as a function of applied
current. Typically 2.3 A corresponds to around 250 °C and increases fairly linearly from there at a

rate of about 13 °C per 0.1 A.

Thermocouple

Figure 3.1.4: Photo of the calibration stage inside the load lock of the MBE, showing the K-type
thermocouple stop welded to the top of the sample plate.

The calibration is very consistent between different filaments typically only being off by a couple

degrees at most, I attribute this to all the filaments I fabricate being very close in size and shape.

3.2 Substrate Preparation
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For preparing the sample holder with a substrate for MBE growth there are two kinds of single
crystals one might use. The first being cleavable single crystals (Figure 3.2.1 a), these materials consist
of 2D layers that are weakly van der Waals bonded together. The second kind are polished single crystal
substrates (Figure 3.2.1 b). Typically these are purchased from companies that specialize in making

single crystal substrates.
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Figure 3.2.1: (a) An example of Fe(Te, Se) substrate that can be cleaved, and (b) an example of a
Al2O3 substrate that has one side polished.

The majority of the work presented in this thesis was done using cleavable substrates. To prepare
these for growth we start by applying a small amount of two part silver epoxy to the center of our top
plate (Figure 3.2.2 b), next I would find an oversize crystal and press it gently into the epoxy (Figure
3.2.2 ¢). The whole sample holder is then heated up to ~150 °C to cure the epoxy and bond it to the

sample holder.
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Figure 3.2.2: (a-d) The first series of steps for preparing a cleavable single crystals, (a) sample holder
top plate with nothing on it, the holes are used for other types of a mounting. (b) Example of the
amount of silver epoxy used, (c) epoxying down an oversized piece and (d) trimming it after curing.

After the epoxy has been cured and the sample holder has cooled back down I then trim the sides
of the sample with a razor blade (Figure 3.2.2 d). I do this by cutting straight down with a fresh
razor blade and then scrapping away the cut piece in a single action. I've found that this step ensures
that extra epoxy does not get on the edge of the sample which could lead to a failed cleave. After the
sample is sized a cleaving rod is prepared with one side flattened so it can stand up straight on its own

(Figure 3.2.3 a).

Figure 3.2.3: (a-d) The steps for effectively attaching a cleaving rod to a substrates surface, (a) the
cleaving rod should be able to stand up on its own. (b) Example of a blob of epoxy on the substrate
surface and (c) after it has been used to adhere a cleaving rod to the sample. (d) Additional epoxy is
added to provide more support increasing the chances of a successful cleave.

Next a small blob of epoxy is added to the sample surface (Figure 3.2.3 b) and the rod is placed on
top of the fresh epoxy (Figure 3.2.3 ¢). It is important that the cleaving rod stand without the aid of
the added stickiness of the epoxy because when the epoxy is curing it becomes less viscous for a short

period of time and the rod could fall over during curing. After the cleaving rod has been cured we let
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it cool down before adding additional epoxy to the sample surface and up the rod (Figure 3.2.3 d),
being extremely careful not to get epoxy on the edges of the substrate. After it has cured the sample
holder is put into our load lock and pumped down, when the pressure is better than 5 x 10~7 we knock
the rod off exposing a clean surface in vacuum. For demonstration purposes figure 3.2.4 shows the

removal of a cleaving rod in air.

Figure 3.2.4: (a-c) Demonstration of cleaving a sample in air (a) shows the removal of the rod using
tweezers, (b) the removed rod with some of the substrate with it and (c) the remaining substrate on
the sample holder.

As you can, see once the rod is removed it takes several layers with it but most importantly also

leaves some behind on the sample holder. This remaining substrate is what we grow our films on.

The other type of single crystal substrates one could use for MBE are non-cleavable polished ones.
For example, the two main ones I've used are AlyO3 (Figure 3.2.1 b) and SrTi03. These typically go
through some sort of cleaning procedure before being put in vacuum. I'm going to cover the way you
would prepare the specific oxide substrates AloO3 and SrTi03. The substrates are purchased with
one side polished. We submerge these polished single crystals first in acetone and sonicated for 10
minutes. After that it is then sonicated for an additional 10 minutes in isopropyl alcohol. Once the

substrate has been thoroughly cleaned, we then put it inside a tube furnace (Figure 3.2.5).
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Figure 3.2.5: Photo of the tube furnace we use to anneal our oxide single crystal polished substrates
in. The red wavy arrow denotes the direction of oxygen flow.

The tube furnace is preheated to 1000 °C and is subjected to 1500 cm?3/min of oxygen flow prior
to putting the substrate inside. The substrate then anneals inside the tube furnace for two hours.
This crucial step reintroduces surface oxygen to our substrates that have naturally escaped over time.
Lastly after the substrate has been annealed in oxygen we mount it to our sample holder using three

000-120 titanium screws (Figure 3.2.6)
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Figure 3.2.6: Photo showing how we attach our polished single crystal substrates that we prepare in
the tube furnace, we use three 000-120 titanium screws that hold the substrate down with their heads.

After this we put the sample holder in the load lock. Once the load lock pressure is sufficient enough
to transfer the sample holder to the MBE’s heating stage we then anneal it in vacuum at around 500
°C for another couple of hours. Then the substrate is tuned to our growth temperature and is ready

for thin film deposition.

3.3 Zeljkovic Lab’s Scanning Tunneling Microscope

Over the past few decades the scanning tunneling microscope has worked its way into the general

public’s familiarity. Many are aware that it is some sort of fancy microscope that lets you image atoms
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but few people have seen what one typically looks like. When I've given tours of our lab and have

introduced people to our microscope (Figure 3.3.1) most are surprised about how big it is.

Figure 3.3.1: A photo of the Unisoku USMI1300 STM in the Zeljkovic lab with various parts labeled

I typically go on to explain that everything one sees is just various ultra-high vacuum chambers
that aid in our STM studies and that the STM itself is fairly small and sits at the bottom of the green
cryogenic dewar. This dewar under the table can be lowered if one needs to access the microscope for
repair, but in ideal circumstances you never see the STM. On top of the table there are three separate
chambers with gate valves between them. Similar to the MBE the STM also has a load lock so samples
can be loaded without the need to vent the whole system to atmosphere. The preparation chamber
contains a heating stage, tip annealer and sputter gun for various STM sample and tip preparation.
The last chamber before the sample goes into the STM is aptly named the exchange chamber. This

chamber contains sample storage as well as a cleaver. A gate valve underneath the exchange chamber
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can be opened and a long magnetic manipulator is used to transfer the sample into the STM itself

(Figure 3.3.2 b).
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Figure 3.3.2: (a) Photo of the STM being worked on after the dewar had been lowered, (b) close up
of the STM after it had been removed and (c¢) microscope photo of a chemically etched tungsten tips.

Figure 3.3.2 a is a photo of one of the rare times the dewar has been lowered the STM itself is
outlined in red. When removed you can see down inside it where the STM tip is inserted (Figure 3.3.2

b). The STM tips we use are typically chemically etched in house tungsten tip (Figure 3.3.2 c).

3.4 Vacuum Suitcases
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So far I've introduced the two main experimental techniques MBE and STM. The main drawback
of STM is that you must have a very flat surface that has never been exposed to air. Because of this it
is difficult to study materials that cannot be cleaved. In order to get around this difficulty we utilized

a vacuum suitcase to interface between our ultra-high vacuum systems (Figure 3.4.1)
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Figure 3.4.1: (a,b) Photos of one of our vacuum suitcases attached to the MBE chamber with the
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various parts labeled.

The vacuum suitcases I built are sort of a portable vacuum chamber on wheels. The front end has
a turbo pump backed by a roughing pump (Figure 3.4.1 a), this intermediary space attaches to the
MBE chamber’s gate valve and is separated from the rest of the suitcase by an additional gate valve
(Figure 3.4.1 a). This space can be pumped down to achieve ultra-high vacuum conditions. The main
part of the suitcase with the transfer arm is kept at pressures lower than 10~!° mbar at all times by an
ion pump (Figure 3.4.1 b). The whole suitcase sits on a custom built cart with wheels that allows one
person to attach and transfer samples. The cart can be raised and lowered thanks to two scissor jacks
(Figure 3.4.1 b), additionally the angle of the cart can also be adjusted by manipulating the scissor
jacks separately. Lastly the suitcase sits on linear Teflon bearings that allow the whole suitcase to

slide in and out while the cart remains stationary.

On the end of the suitcase’s magnetic manipulator arm is a unisoku style grabber that lets us
remove the sample from the MBE and store it safely inside the suitcase’s ultra-high vacuum space.
When the STM is ready to accept the sample, the suitcase can be wheeled over and connect to the

STM’s suitcase port (Figure 3.4.2)
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Figure 3.4.2: Photo of one of our suitcases attached to our STM pumping down in preparation to
transfer a sample.

We typically let the suitcase’s intermediary space turbo pump run for over an hour before transfer-
ring the sample out of the suitcase and into the STM to ensure good vacuum conditions. The suitcase

is then disconnected from the STM so as to not couple it to the vibrations of the room.
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Chapter 4 - Use of an Iron Based Supercon-

ducting Substrate

4.1 Fe(Te, Se) a High-T,. Superconducting Substrate

One promising way to realize a topological superconductor is with the use of the superconducting
proximity effect (SPE). When a normal metal and a superconductor are brought in close proximity
Cooper pairs will tunnel across the boundary leading to superconductivity on the surface of the normal
metal [37]. Even though the discovery of the SPE happened in the 1960s it saw significant resurgence
in this past decade due to promising new theoretical applications. One example that has drawn a
lot of attention is that of Liang Fu and Charlie Kane. They theorized that with the use of the SPE
you could induce superconductivity in a Zs topological insulator. When a magnetic field is applied
to this system it will lead to a collective excitation known as a Majorana bound state [17]. The su-
perconducting proximity effect requires precise control over the thickness of the TI film. This makes
molecular beam epitaxy the natural technique of choice for synthesizing these heterostructures as the
slower growth rate enables you to grow films precisely down to a single layer. Most of the prior work
on TI/SC heterostructures has focused on the use of elemental superconducting substrates [25, 26]
and low-T. superconductor NbSes [38, 21, 22, 23, 24]. Due to the low superconducting transition
temperature, the induced gaps are fairly small on the order of ~1 mV [38, 21, 22, 23, 24], making
it particularly challenging to characterize the emergent phenomena. The natural question to ask is
why not use high-T, superconductors to induce larger gaps in the TIs. Cuprate superconductors such
as BigSroCaCuge0sy, have a very high-T, of ~91 K and large superconducting d-wave gap of ~40
mV seem to be a natural choice, but at the time of conducting this experiment the results had been
mixed [27, 24, 28, 29]. These conflicting results have been attributed to Bi-2212 having a very short
coherence length along the c-axis making it difficult to induce superconductivity [28], as well as there
being a Fermi surface mismatch between the TT and Bi-2212 substrate [24, 28]. We will visit the use
of optimally doped Bi-2212 as a substrate in the next chapter. High-T, Iron based superconductors
have only recently started being synthesized in 2008 [39] and could be a promising alternative as their
pairing symmetry is believed to be s-wave [10]. Much like their cuprate counterparts they also exhibit
much higher super conducting transition temperatures compared to most other superconductors [40],
and in case of single layer FeSe on SrTiOj rivaling that of some cuprates [41, 42]. In this chap-

ter I'm going to cover the growth and characterization of two different topologically superconducting
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heterostructures utilizing an iron based superconductor as the source of the induced superconductivity.

We picked FeTe;_,Se, as our substrate for a couple of reasons, the first being it is a layered
material where the layers are weakly van der Waals bonded. This gives it a natural cleavage plane

(Figure 4.1.1 a) that exposes a square lattice of Te and Se atoms (Figure 4.1.1 b).
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Figure 4.1.1: (a) Side view diagram of Fe(Te, Se)’s crystal structure, dashed line indicates the
plane it cleaves between. (b) STM topograph of the characteristic square lattice of freshly cleaved
Fe(Te, Se).

Being able to be cleaved makes it a good substrate for MBE as it allows us to expose a clean
uncontaminated surface to grow our film on. The second reason we picked FeT'e;_,Se, as our substrate
is that tellurium doping FeSe allows you to enhance the T, [43]. Bulk FeSe has a T, of about 8 K [44]
but tellurium doping allows you to push the T, to almost 15 K [43]. We picked the particular doping
of 45% Se to 55% Te because it gives the greatest enhancement of T, , since all the FeTe;_,Se, is x
= 0.45 I will refer to FeTeq 555€0.45 as just Fe(Te, Se) from this point on. Fe(Te, Se) because of its

much higher T, has a larger superconducting gap greater than 2.5 mV on its surface (Figure 4.1.2).
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Figure 4.1.2: Average dI/dV spectra taken on the surface of FeTeq 555€.45 showing a prominent
superconducting gap of ~2.5 mV.

This larger gap will allow us to induce much more robust superconductivity in our topological

insulator film increasing the likelihood of detecting in gap states on the surface of our heterostructure.

4.2 BisTes Thin Film Growth on Fe(Te, Se)

The topological insulator BisT'es was one of the first 3D topological insulators to be theoretically
predicated [14] and experimentally verified to possess surface states [12]. BisTes also lends itself nicely
to being synthesized using MBE because it is a naturally layered material. Typical growths of BisTe3
involve co-evaporating Bi and Te in separate effusion cells. The binary phase diagram (Figure 4.2.1)

shows the various compounds that can be formed with different ratios of Bi to Te atoms.
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Figure 4.2.1: Phase diagram showing the different binary compounds comprised of bismuth and
tellurium. This diagram is from reference [15].

As you increase the percentage of tellurium to around 60% you should start to favor BisTes instead
of forming BisTes. As we increase the Te percent even more we still favor BisTe3 . This fact means
that as long as we have excess Te flux we should only ever grow BisTes and the bismuth flux alone
determines the rate at which the layers are formed. To grow our BisTes /Fe(Te, Se) heterostructure we
start with high quality Fe(Te, Se) single crystals grown using the self-flux method by our collaborator
Genda Gu at Brookhaven nation lab. Using silver epoxy we glue the Fe(Te, Se) single crystal to our
sample holder and we also use the same epoxy to glue a cleaving rod onto the surface of our substrate.
The substrate is put into our UHV load lock and cleaved when the pressure is lower than 10~7 mbar
this ensures that new exposed surface is free of contaminants. The sample holder is then transferred
to the main MBE chamber, where a filament positioned behind the substrate is used to heat it up.
This serves two purposes, first it outgases the sample holder so its contamination does not contribute
to the growth then it elevates the substrate temperate to achieve our desired growth conditions. We

next use our RHEED system to check if the Fe(Te, Se) cleaved well. If the cleave was successful we
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should see a streaky RHEED pattern where the spacing between streaks is proportional to the lattice

constant of our single crystal Fe(Te, Se) (Figure 4.2.2 a).

J

Domains

Figure 4.2.2: (a) RHEED image of as cleaved Fe(Te, Se) and (b) RHEED image taken after a couple
minutes of BisTes deposition showing the domain boundary formation

While the substrate outgasses at the BisTe3 growth temperature of ~250 °C we heat up high purity
bismuth and tellurium inside separate effusion cells to 412 °C and 283 °C respectively. At the time of
conducting this experiment these temperatures corresponded to deposition rate of 1 A /min of elemental
bismuth and 10 A /min of tellurium. These rates were calibrated using a quartz crystal growth monitor.
This nominal 1:10 flux ratio of Bi:Te ensures that we are growing in tellurium rich conditions which
should favor the growth of BiyTes instead of one of the other possible binary compound phases (Figure
4.2.1). When the sample outgassing is finished and the MBE pressure is on the order of 10~ mbar
we start the growth by first opening the tellurium shutter. Tellurium by itself will only condense at
substrate temperatures closer to room temperature; this makes sure that we have plenty of Te flux

before the bismuth arrives. The growth officially starts once the bismuth shutter is opened, within a
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few minutes you should start the see the RHEED pattern change as the first BisTes layer is formed;
at these flux rates it takes about 4 minutes. Figure 4.2.2 b shows the characteristic RHEED pattern
streaks that starts to appear as the BisTes domains form, they are notably absent in freshly cleaved
Fe(Te, Se) RHEED (Figure 4.2.2 a). As the film grows thicker the RHEED pattern becomes brighter

clearly showing the domains (Figure 4.2.3 a).

Figure 4.2.3: (a) RHEED image of a BisTeg thin film grown on Fe(Te, Se) showing the characteristic
double line, the two different periodicities are marked with red and yellow arrows. (b) STM topograph
of BisTes grown on Fe(Te, Se) showing the location of a domain boundary.

These domains are a product of the mismatch between the BisTes film and the Fe(Te, Se) sub-
strate’s crystal structure. Fe(Te, Se) has a square lattice (Figure 4.1.1 b) but BisTes has a hexagonal
crystal structure, but because BisTes has weakly bonded van der Waals layers it can be grown on a
slew of mismatched substrates. This structural mismatch leads to the formation of domain boundaries
that can be located on the films surface within the STM (Figure 4.2.3 b). Across these boundaries
the crystal lattice is rotated 30° with respect to one another. These domains are smaller than the
RHEED beam'’s spot size and therefore we see both hexagonal periodicities with every 30° rotation.
The spacing between the two separate sets of lines are proportional to each other by a factor of v/3.

This comes from the geometry of a hexagonal lattice (Figure 4.2.3 a).

4.3 Characterization of Superconducting BisT'es Thin Films

In this section, I will go over the STM characterization of our BisTes heterostructures grown on

a Fe(Te, Se) substrate. The films were grown by me in our home built MBE system and the STM
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characterization was carried out by He Zhao, this work has been published [46].

To characterize this heterostructure we grew our BisTes films in a range of thicknesses down to a
single quintuple layer (QL). When BiyTes is only 1 QL thick the top and bottom surfaces hybridize,
when it is greater than 2 QL thick the Dirac node should form [17]. We grew three different films 1
QL, 3 QL and 5 QL thick. We start with our 1 QL films to characterize the interface between the
growth and substrate. On the surface of our 1 QL thick sample there are some small regions where we

can locate the Fe(Te, Se)’s square lattice (Figure 4.3.1 b)

Fe(Se,Te) 1QL Bi,Te;

Onm T 11.5nm

Distance (nm)

Figure 4.3.1: (a) Large scale STM topograph that has a region of exposed Fe(T'e, Se) substrate (b)
that shows a square lattice and topmost BisTes (c) that shows a hexagonal lattice. (d) Height profile
taken along the red dashed line in (a) showing a step height consistent with 1 QL of BisTes .

Taking a large scale topograph (Figure 4.3.1 a) lets us verify the single QL step height of ~1 nm
(Figure 4.3.1 d). As mentioned in the previous section due to structural mismatch between the film
and substrate we get inevitable domain formations (Figure 4.2.3). Despite these domains we are still

able to find large single domain regions to scan (Figure 4.3.2).
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Figure 4.3.2: (a-c) STM topographs acquired on the surface of three different BisTes films grown
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on Fe(Te,Se) (a) 1, (b) 3 and (¢) 5 QL thick samples.

Next, in order to characterize the electronic structure we use quasiparticle interference to map out
the dispersion of the Dirac surface state. We do this by acquiring a series of dI/dV maps at a constant
bias voltage. On the surface of the sample electrons elastically scatter and interfere with themselves

which creates standing waves in dI/dV measurements (Figure 4.3.3 a,b,c). Fourier transforming these

dI/dV maps lets you pick out the dominant scattering vectors on the surface (Figure 4.3.3 e,f,g).
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Figure 4.3.3: (a-c) dI/dV maps acquired over the same sample region with sample bias (a) -10 mV, (b)
30 mV and (¢) 70 mV and (e-g) their respective Fourier transforms. (d) Extracted QPI dispersion from
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our Fourier transformed dI/dV maps (red squares) compared to ARPES measurements of reference
[17] (grey line).

Though we don’t have direct access to the momentum information like ARPES, we are still able
to measure the electron dispersion. We start with our single QL thick sample, and it indeed has a
fairly linear dispersion that matches nicely with ARPES (Figure 4.3.3 d) [17]. We should note that
for a single QL thick sample its top and bottom surfaces hybridize turning it into a trivial insulator
[47], because of this we also measure the electron dispersion in thicker 3 QL and 5 QL samples. Our

thicker films also show a linear dispersion that is consistent with ARPES (Figure 4.3.4 ¢,d).
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Figure 4.3.4: (a,b) dI/dV maps acquired on the surface of (a) 3 and (b) 5 QL thick films and (e,f)
their respective Fourier transforms. (c,d) Extracted QPI dispersion from our Fourier transformed
dI/dV maps (red squares) compared to ARPES measurements of reference [17] (grey line)

Both our 3 QL and 5 QL samples are thick enough such that there should not be any hybridization
between the top and bottom surfaces. In ideal topological insulators back scattering is prohibited, but
due to hexagonal warping of the constant energy contour additional scattering channels open up along
the I-M direction [48, 49, 14] (Figure 4.3.4 e,f). In our thicker films we do indeed see this angular
dependent QPI pattern (Figure 4.3.4 e,f), consistent with measurements on BisTes films [48, 49] and

bulk single crystals [14]. This confirms the large scale electronic structure of our films.

Next we look for signs of superconductivity on the surface of our films. We start with our single QL

film. Since the induced superconducting gap decreases the further you are from the interface [50], this
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should in principle maximize our chances of detecting a gap on the surface our TI film. On the surface
of our single QL film we see a clear gap measuring ~3.5 meV (Figure 4.3.5 a). This gap is significantly
larger than those measured on monolayer FeTe grown on BisTes of ~1 meV [51]. Additionally the

coherence peaks are symmetric with respect to the Fermi energy consistent with a pairing-induced gap.
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Figure 4.3.5: (a) Average dI/dV spectra acquired on the surface of 1 QL BisTe3 grown on Fe(Te, Se)
and (b) its temperature dependence. (c) Average dI/dV spectra acquired on different thicknesses of
sample offset in energy for clarity. (d) Gap magnitude as a function of sample thickness showing an
exponential decay.

Next we acquired average dI/dV spectrums for our single layer film at different temperatures over
the sample region. As the sample heats up the gap vanishes at around 10 K (Figure 4.3.5 b). Although
our measured T is smaller than that of our bulk Fe(Te, Se) of ~14 K, this is likely due to the local
variations of the superconducting properties of the Fe(Te, Se) substrate [52]. On the surface of our
thicker 3 QL and 5 QL films our measured gaps are ~1.8 meV and ~1.5 meV respectively (Figure 4.3.5
c¢). This trend is consistent with theoretical calculations [50] and measured decay rates on BisTes

/NbSes superconducting heterostructures [53] (Figure 4.3.5 d).

To obtain further evidence that the measured gap is indeed of superconducting origins, we inves-
tigated the dependence of our dI/dV spectra as a function of applied magnetic fields. When a type-II
superconductor is placed in a magnetic field whose magnitude is below some upper critical value H.,,
the magnetic field will penetrate the sample creating magnetic vortices. If the surface of our BisTes
is a type-II superconductor like our Fe(Te, Se) substrate we would expect to Abrikosov vortices as
dark regions in our dI/dV maps acquired at biases near the superconducting gap energy [54]. Figure

4.3.6 shows a series a of dI/dV maps taken over the same region of our single QL film with an ~3 meV
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applied bias and varying magnetic field strength.
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Figure 4.3.6: (a-f) dI/dV maps acquired with an applied sample bias of -3 mV over the same region
of the sample in figure 4.3.3 b with different magnitudes of magnetic field applied out of plane (a) 0.05
T, (b)1T,(c)3T,(d)5T, (¢) 7T and (f) 9 T. Each dark region represents a single vortex core, and
the vortex lattice can be seen with our largest applied field.

Each of our dI/dV maps shows a clear vortex lattice that persists to much higher fields compared to
BisTes /NbSesy heterostructures [21]. This is consistent with the Fe(Te, Se) class of materials having
extremely high upper critical field values [55]. Additionally taking a line cut of the spectrum shows a
suppression of the gap edges as we move inside the vortex core, confirming the superconducting origin

of the gap (Figure 4.3.7).
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Figure 4.3.7: (a) dI/dV map showing a large magnetic vortex and (b) 70 nm line cut of the dI/dV
spectra taken from inside the vortex core (blue) to 70 nm away from the core (red).

We note that none of our spectra show a flat bottom reaching zero conductance around the Fermi
level, like an ideal s-wave BCS function should [56]. This could be due to localized incoherent states
around the Fermi energy arising from things such as impurities. Previous BisTe3 /NbSes experiments
attributed this to the emergence of topological surface states in their thicker films [53], but this is
unlikely as we measured some residual conductance even in our 1 QL film whose Dirac node has not

yet formed.

Now that we have verified the nature of the induced gap, we proceed to look for evidence of whether
or not this superconductivity has been induced in the surface state. We do this acquiring dI/dV maps
in small increments around the Fermi level, if a gap in the surface state exists we should not have a
very strong QPI signature. We start with our single layer film, where the only band that should cross
the Fermi level is the surface state band. At energies outside the gap range Fourier transformed dI/dV

maps (Figure 4.3.8 b red and purple insets) show a clear QPI pattern qualitatively similar to those at
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larger biases (Figure 4.3.3 e-g).
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Figure 4.3.8: (a,b) Average spectra for our (a) 3 QL and (b) 1 QL thick samples, inset Fourier
transforms show the QPI signal inside the gapped regions (green, blue and yellow) and outside the
gapped region (red and purple).

However as we tune into the energy range of the gap, the QPI single becomes significantly sup-
pressed (Figure 4.3.8 b green, blue and yellow insets). Similar to our 1 QL thick BisTes film we also
see a strong suppression of the QPI in our thicker 3 QL film as well (Figure 4.3.8 a). Our data at the
time presented the first microscopic visualization of a fully gapped surface state of BiyTes arising from
proximity induced superconductivity. One of the major goals for realizing topologically superconduct-
ing systems, is that they are said to host Majorana zero modes inside their magnetic vortex cores [17].
The key signature of these Majoranas is a peak at zero energy in the density of states. As you move
away from the vortex core this peak should not split in energy [23, 57] unlike the bound states found
in conventional superconductor vortices [58]. This key signature has been observed in BisTes films
grown on NbSes; when the thicknesses is greater than 3 QL, but in thinner films it is notably absent

due to hybridization of the top and bottom surfaces [23]. In our experiments we did observe this peak
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at zero bias in our thinnest 1 QL film, but interestingly it does not seem to split in energy as we move
away from the vortex core (Figure 4.3.7 b). Though this is the key signature of a Majorana bound
state further spin-polarized tunneling measurements are necessary to uncover the origins of the peak
[20]. Additionally pristine FeT'eq 555€g.45 also been observed to contain bound states inside of vortex
cores [59]. It is also possible that the observed bound states are from the Fe(Te, Se) substrate rather

than the BiyTes film.

Our results offer a promising pathway to study topological superconductivity with higher T, . Iron
based superconductors can be used to induce much larger gaps in the topological surface states than
their low T, counterparts. These larger gaps in turn allow much greater energy resolution for studying
the emergent in-gap states. Other iron based superconductors can be used to push this experiment to
pretty high temperature limits. For example you could use single-layer FeSe grown on Sr7TiO3 as a
substrate, which offers a ~5 times larger gap [12], and a ~8 times greater T, [11] than Fe(Te, Se). This
work offers a viable platform for exploring topological superconductivity without requiring millikelvin

temperatures.

4.4 Synthesis of SnTe Thin Films on Fe(Te, Se)

The previous section covered the growth and characterization of proximity induced superconductiv-
ity for the a Bis(Te, Se)s material class. Another subclass of the topological insulator is the topological
crystalline insulator (T'CI). Similar to Bis(Te, Se)s they have metallic surface states, except the TCI’s
surface states arise due to the symmetry of the crystal lattice [60]. At the time of conducting this
experiment only one TCI class based on the rock salt crystal structure of (Pb, Sn)Te and (Pb, Sn)Se
had been predicated [15] and experimentally realized [61, 16, 62, 63]. If a TCI undergoes a supercon-
ducting phase transition theory predicts that a new type of topological superconductivity can arise
[64, 18, 65, 66] that is different than proximitized Bis(Te, Se)s materials [67, 38, 21, 23, 53, 24, 46].
Predictions such as multi Majorana zero modes inside single magnetic vortices [18] and tunable An-
dreev bound states [19] have ignited considerable interest in experimentally realizing this system. The

main issue that has hindered STM studies has been the fabrication of high quality superconducting

TCI surfaces. Past work on achieving superconductivity in a TCI has used doping [68] similar to how
doping has also been used to make superconducting Zs TIs [69]. Even though there is additional disor-
der from the doping the topological nature of the surface state still persists [70, 71, 72]. On the other

hand, this disorder makes it much more difficult to obtain a flat clean surface by cleaving. This has hin-
dered STM from being used to study the superconducting TCI phase on the nanoscale. Similar to our

previous work on BisTes [46] the proximity effect could be a way to realize topological superconduc-
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tivity without the addition of disorder [37]. Previous work on proximitized TCIs has shown promising
results [73], but the difficulty lies with fabricating a clean interface for the TCI/superconductor het-
erostructure. This difficulty arises from (Pb, Sn)Te and (Pb, Sn)Se having much stronger covalent
bonds unlike Biy(Te, Se)s whose layers are weakly van der Waals bonded. This significantly limits
which superconducting substrates can be used, requiring a much closer lattice match at the interface
[74, 75]. In this work we fabricated heterostructures for the purpose of realizing topological crystalline

superconductivity in prototypical TCI SnTe, by employing the use of a buffer layer.

Similar to our work on BisTe3 we picked FeTegs55€ep.45 as our superconductor because of its
high T, ~14.5 K and s-wave pairing symmetry. Unlike BisTes that can be grown on a multitude of
structurally mismatched substrates [76, 21]. TCI films such as SnTe are much more prone to warping
and straining [77, 78, 79] which could affect the topological surface states. This means we must have
a close lattice match for our substrate. Fe(Te, Se) cleaves along the (001) direction and has a square
lattice constant of ~3.9 A (Figure 4.4.1 b), while SnTe also has a square lattice, its lattice constant
is ~6.3 A this makes their mismatch almost 50% making their interface highly incompatible. SnTe
when grown along the (111) direction it has an in plane lattice constant of ~4.4 A and has a only 1.7%
lattice mismatch to the lattice constant of BisTes [75]. In order to bridge this structural mismatch

we use a single BisTes buffer layer (Figure 4.4.1 a), which from our previous work we know can grow

just well on an Fe(Te, Se) substrate with domains (Figure 4.2.3).
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Figure 4.4.1: (a) Schematic of SnTe/BisTes /Fe(Te, Se) heterostructure grown in this experiment.
(b-d) STM to topographs showing (b) exposed Fe(Te, Se) substrate, (¢) 1 QL BisTes buffer layer and
(d) topmost SnTe layer (insets are Fourier transforms of the topographs red circles denote the Bragg
peaks). (e) Height profile taken along the red dashed line in the inset topograph, the step height is
consistent with consecutive bilayers of SnTe.

For this experiment we grew three different samples labeled samples A, B and C and were nominally

3, 6 and 14 bilayers (BL) thick respectively (Figure 4.4.2).
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Figure 4.4.2: Side view the three different samples that were analyzed in this experiment, labeled
samples A, B and C. Sample A is nominally 3 bilayers (BL) SnTe with a BiyTes buffer layer, sample
B is nominally 6 BL SnTe without a buffer layer and sample C is nominally 14 BL of SnTe with a
BisTes buffer layer.

For all the samples, we start with optimally doped Fe(Te,Se) T. ~14K that were grown using
the self-flux method and cleaved it in vacuum to expose a clean lattice of square atoms (Figure 4.4.1
b). We next obtain a RHEED image that shows the characteristic pattern we expect for Fe(Te, Se)
(Figure 4.4.3 a). We next grow a single quintuple layer of BisTes to act as our buffer layer (Figure
4.4.3 b). After the buffer layer is formed we then grow our SnTe layers on top, the SnTe RHEED
matches the BisTes only brighter in intensity (Figure 4.4.3 c¢). The buffer layer was grown at 200 °C,
250 °C and 180 °C for samples A B and C respectively. While the SnTe layers were growth at 300
°C for both A and B and 180 °C for sample C. The (Bi,Sn):Te flux ratio was kept at 1:10 for all the
growth. Sample A was not annealed post growth while samples B and C were annealed at 320 °C and
270 °C respectively. This higher temperature annealing had unintended consequences for sample B,

that being its BisTes buffer layer had seemly evaporated away.

Fe(Te,Se) 1QL Bi,Te,

20°C 220°C
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Figure 4.4.3: Typically, we can locate a region of our sample where we can see the interface between
our growth and substrate. For sample B we could never locate our BisTes buffer layer despite being
able to see Fe(Te, Se) substrate (Figure 4.4.4 a). The step heights were consistent with our growth if
the BisTes buffer layer did indeed evaporate away (Figure 4.4.4 b).

Typically we can locate a region of our sample where we can see the interface between our growth
and substrate. For sample B we could never locate our BisTes buffer layer despite being able to see
Fe(Te, Se) substrate (Figure 4.4.4 a). The step heights were consistent with our growth if the BisTes

buffer layer did indeed evaporate away (Figure 4.4.4 b).
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Figure 4.4.4: (a) Large-scale STM topograph of Sample B showing how the thickness of this sample
was determined. (b) Topographic height as a function of distance along the red dashed arrow in (a).

We further verify that this is the case by monitoring the BisTes buffer layer’s RHEED pattern as
we anneal it at higher temperatures. At 250 °C the characteristic domain RHEED pattern for 1 QL of
BisTes does not change (Figure 4.4.5 b,j). As we heat it up 320 °C the RHEED image starts to fade

in intensity and the domain lines start to disappear (Figure 4.4.5 ¢ k).

49



€ CleavedFeTe Se . As cleaved

Qooc.)c‘c.)c‘c.)‘:‘oc‘ooooooc;oooc:aoo
As cleaved 0000000000

Intensity (a. u.)

'
'
'
'
'
'
1
'
'
1
'
'
1

B‘cattenng Vector (a. 1E| }

f Bi,Te, Buffer Layer

Il 0992293890020000:
Q0 OOBOOOOOO

(#]
()
()
(%)
(®)
O
(@)
"©
Intensity (a. u.)

Bi,Te, domains

:4—Bi Te domains—v

000000000000
000000000000
000000000000

Scattenng Vector (a u
g Bi,Te, Evapor_.atlon =l k i
°© o % o |sf
C) o 1
e ¢ o © ‘g’;‘ 1
c [ '
fik] 1
§ L 1

Sl:atlenng Vector (a. q ]

h Recovered FeTe, . Se s

Intensity (a. u.)

000000000000
000000000000 L .
Q000000000 O0CO0 '

Scattering Vector (a. u.)

Figure 4.4.5: (a-d) RHEED images demonstrating the removal of a BisTe3 buffer layer from a
Fe(Te, Se) substrate. (a) RHEED image on as cleaved Fe(Te, Se), (b) RHEED image after growing
a single BisTes buffer layer at 250 °C, (c) RHEED image after heating the heterostructure to 320 °C
and (d) RHEED image after heating to 350 °C. (e-h) Schematic depiction of the BiyTes /Fe(Te, Se)
interface observed in RHEED images (a-d). (i-1) Intensity line profiles taken across the RHEED images
(a-d) demonstrating the appearance of the BisTe3 domains in (b) and disappearance in (k) and (1).

This method of evaporating the buffer layer was similarly used in previous experiments as well to

engineer complicated interfaces [30].

Within our STM we are able to locate regions of our sample that show a hexagonal SnTe lattice that
is consistent with those reported in previous experiments [75]. Additionally the SnTe’s topographs are
bias dependent and become more electronically inhomogeneous at higher biases (Figure 4.4.6). They
also show a clearly different surface than our BisTes buffer layer making it very easy to distinguish

between the two (Figure 4.4.1 ¢,d).
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Figure 4.4.6: (a-f) STM topographs acquired of the same region of Sample C with applied bias (a)
10 mV, (b) 30 mV, (¢) 100 mV, (d) 300 mV, (e) 600 mV and (f) 900 mV.

Additionally, the step height between consecutive layers is ~0.4 nm, which matches the height of a

single bilayer of SnTe along the (111) direction (Figure 4.4.1 e).

4.5 Characterization of Superconducting TCI films

To characterize our heterostructures we employ the use of scanning tunneling spectroscopy. We
start by acquiring dI/dV spectra on all three of our samples across a wide energy range (Figure 4.5.1).
From our measurements we are we are able to estimate the position of the valence band top (VBT).
The top of the valence band occurs when there is a sharp increase in the differential conductance at

the negative energies (Figure 4.5.1).
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Figure 4.5.1: Long range dI/dV spectra on our three different sample sample A (blue) sample B
(red) and sample C (green). The arrow labeled VBT denotes the approximate position of the top of
the valence band.

As the thickness of our film increases from samples A to C, the Fermi level shifts down closer to the
VBT. In our thickest film the VBT is just slightly above our Fermi level. This is consistent with the
existence of surface states spanning the Fermi level. SnTe’s (111) surface state consists of a Dirac cone
at the I' point with additional Dirac cones at each of the M points, these two cones are slightly offset
in energy [31]. This surface states structure will lead to three dominant scattering vectors, illustrated

in figure 4.5.2 a.
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Figure 4.5.2: Quasiparticle interference imaging of the SnTe (111) surface sample C and (a)
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schematic of its constant energy contour where ¢; (purple), g2 (blue) and gs (green) denote the domi-
nant scattering vectors. (b-d) Fourier transformed dI/dV maps acquired at (b) 100 mV, (c) 8 mV and
(d) -8 mV. The peaks in the Fourier transforms (b-d) circled in purple, blue and green correspond to
their respective scattering channels in (a).

Using quasiparticle interference imaging we are able to detect signatures from all three of the scat-
tering channels (Figure 4.5.2 b,c,d). These QPI scatting vectors are consistent with the existence of
a Dirac surface state in all three of our samples. Similarly to our BisTes /Fe(Te, Se) samples hy-
bridization of the top and bottom surfaces could lead to a gap opening at the Dirac point, but for

SnTe the surface state remains intact for a wide range of thicknesses [32].

After verifying the large scale electronic structure of our films, we next look for signs of induced
superconductivity. We start with our thinnest sample, sample A which consists of a single QL of
BisTes and 3 BL of SnTe on top. On our topmost surface we see a prominent spectral gap that is
symmetric across the Fermi level (Figure 4.5.3 a) that is also spatially uniform (Figure 4.5.3 ¢). If we
increase the temperature the gap disappears at ~12 K (Figure 4.5.3 b) which is consistent with the

bulk transition temperature of our Fe(Te, Se) substrate.
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Figure 4.5.3: (a) Average dI/dV spectra acquired on the surface on sample A and (b) its temperature
dependence. (c¢) 25 nm line cut taken across the surface of sample A showing the gap to be spatially
homogenous.

We fit each of the spectra in figure 4.5.3 b to a thermally broadened BCS function [56] (Figure

4.5.4), which is in good agreement with our experimental data. The extracted gap magnitudes closely

follow a BCS trend (Figure 4.5.4 e).
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Figure 4.5.4: (a-d) Average dI/dV spectra of sample A acquired at different temperatures and
symmetrized around the Fermi level (yellow points) and the s-wave BCS spectral function fit (red
line). (e) Spectral gap extracted from (a-d) as a function of temperature.

Differential conductance maps acquired on the surface of sample A and B show a prominent spectral

gap symmetric around the Fermi level in the density of states (Figure 4.5.6 a,b), both these samples

are of comparable thickness. Since sample A and B’s surface is a similar distance from the Fe(Te, Se)

substrate these variations could be due to different STM tips, as well as variations in the Sn:Te

ratio. Additionally Fe(Te, Se)’s excess interstitial

[83, 84, 85].
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Figure 4.5.5: (a-c) Average dI/dV spectra acquired on the surface of (a) sample A (c) and sample C
(¢c), and (b) dI/dV spectra acquired on multiple terraces of sample B offset for clarity. The insets in
the lower right are schematics of each samples heterostructure

Our much thicker sample C only shows a small suppression in the density of states around the Fermi
level (Figure 4.5.5 ¢). This would be consistent with the expected trend of proximity induced super-
conductivity, where the superconducting gap decays with increasing sample thickness [50]. Fe(Te, Se)
also has a relativity short coherence length [67, 83], so this could also be a possible explanation for the

quick suppression of the gap.

Lastly, we use spectroscopic STM imaging to spatially map the differential conductance with an
applied perpendicular magnetic field. Since our Fe(Te, Se) substrate is a type-II superconductor
we would expect the superconductivity on the surface of our samples to also be type-II. When a
type-11I superconductor is subjected to a magnetic field, the magnetic field will penetrate the sample
in quantized vortices. If our SnTe heterostructures are indeed superconductive, we would expect to
observe Abrikosov vortices as localized regions of low conductance in our dI/dV measurements acquired
at bias of superconducting gap [54]. We acquired a series of dI/dV at 1 T, 2 T and 4 T over the same

region of the sample and a clear vortex lattice can be observed (Figure 4.5.6).
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Figure 4.5.6: (a-c) dI/dV maps acquired of the same region of the sample with an applied magnetic
field out of plane of magnitude (a) 1 T, (b) 2 T and (c) 4 T.

The number of vortices increases with magnetic field strength further confirming that the gap
measured on the surface of our SnTe (111) films is indeed a superconducting one. Most importantly,
this superconducting gap is larger and persists to higher temperatures than proximity induced TCI
experiments using lower T, s-wave superconductors [73]. Interestingly spectroscopic measurements
around the vortex core not only show the expected suppression of the coherence peak, but intriguingly

possess a peak centered at zero energy inside the vortex core (Figure 4.5.7).
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Figure 4.5.7: (a) Radially averaged dI/dV spectra 14 nm line cut taken from inside the vortex core
(blue) to 14 nm outside (red) taken in the region denoted in (b) by the purple dashed line.

Similar zero bias conductance peaks have been reported in numerous other systems as well. For
example some fraction of the vortices on the bare surface Fe(Te, Se) (Figure 4.5.8 a) [36] as well as

on its surface iron impurities [57] have shown these zero bias conductance peaks.
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Figure 4.5.8: (a-c) dI/dV spectra line cuts taken from the center of a magnetic vortex core (red) out
towards the edge (gree) acquired on (a) as-cleaved Fe(Te, Se) (measurements from reference [36]), (b)
the surface of 1 QL BiyTe3 grown on Fe(Te, Se) (Figure 3.3.7 [46]) and (c) our sample A SnTe (111)
heterostructure surface.

In addition to Fe(Te, Se), BisTes grown on Fe(Te, Se) also shows this peak at zero conductance
inside a vortex core [67] (Figure 4.5.8 b). Interestingly the zero bias peak measured on the surface of
our SnTe (111) samples (Figure 4.5.8 ¢) is distinctly different from those reported on Fe(Te, Se) [36]

and BisTes /Fe(Te, Se) heterostructures [67, 46].

4.6 Conclusion

Our results offer a promising pathway to study topological superconductivity with higher T, .
With the use of iron based superconductors one can induce much larger gaps in the topological surface
states than with their low T, counterparts. These larger gaps in turn allow one much greater energy
resolution for studying the emergent in-gap states. Other iron based superconductors can be used to

push this experiment to much higher temperature limits. For example one could use single-layer FeSe
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grown on SrTi0O3 as a substrate, which offers a ~5 times larger gap [12], and a ~8 times greater T,
[41] than Fe(Te,Se). This work offers a viable platform for exploring topological superconductivity
without requiring millikelvin temperatures. We further extended this system to be a viable platform for
studying the emergent phenomena when TCI materials undergo a superconducting phase transition.
The van der Waals nature of BisTe3 makes it excellent for bridging the lattice mismatch on SnTe

drastically increasing the slew of available substrates.
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Chapter 5 - Use of a Copper Based Super-

conducting Substrate

5.1 BiyTes Thin Films Grown on Bi-2212

In the previous chapter I discussed using an iron based superconductor as a platform for realizing
topological superconductivity in two different types of topological insulators. Use of an iron based
superconductor allows us to induce larger superconducting gaps. This provides us with a platform
for investigating in gap states with better energy resolution than heterostructures involving low T,
and elemental superconductors [25, 87, 20, 88, 21, 23, 53, 24, 26]. Even though the T, in these iron
based heterostructures is more than double that of lower T, ones, 14 K is still a fairly low temperature.
Additionally Iron based superconductors are relatively new when it comes to the field of high T, super-
conductors. Copper based superconductors known as cuprates were the first high T, superconductors
to be discovered a few decades ago [89]. Cuprates such optimally doped BisSroCaCusOs, (Bi-2212)
has an extremely high T, of ~91 K and it being a layered 2D material makes it an ideal substrate.
Current efforts to realize topological superconductivity using cuprates have been mixed. ARPES mea-
surements report no evidence of an induced superconducting gap in the topological insulators band
structures [24, 28]. Possible reasons for this have been attributed to Bi-2212’s very short coherence
length along the c-axis [28], as well the Fermi surface mismatch between the TI and Bi-2212 substrate
[24, 28]. On the other hand tunneling measurements performed on elemental bismuth [37] and BisTes
[38] grown on Bi-2212 have reported gaps in the dI/dV spectra. These measured gaps have been
interpreted as proximity induced topological superconductivity [87, 88]. In this work we grew a wide

range of BisTes films in order to study the nature of this spectral gap.
Optimally doped BisSraCaCusOsy, (Bi-2212) is a layered 2D material that is weekly van der

Waals bonded and has a natural cleavage plane (Figure 5.1.1). It cleaves between its consecutive BiO

planes and reveals a square lattice of Bi atoms and characteristic super modulation (Figure 5.1.2 a).
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Figure 5.1.1: Side view of the BisSroCaCus0Os,, crystal structure, the c-plane is pointing to the

top of the page. Bulk BiySroCaCus0g . cleaves between the BiO planes labeled in red.

Spectroscopic measurements on the surface of our pristine cleaved Bi-2212 reveal the large d-wave

This verifies that our Bi-2212

superconducting gap that is greater than 40 mV (Figure 5.1.2 b).

substrates are optimality doped and of high quality.
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Figure 5.1.2: (a) STM topograph on an as cleaved Bi-2212 single crystal showing the characteristic
super modulation, (b) average dI/dV spectra acquired on the surface of our Bi-2212 single crystals
showing a large d-wave superconducting gap.

To grow our heterostructures we start by epoxying our Bi-2212 substrate to our sample holder
along with a cleaving rod epoxied to the surface. Unlike our growths on cleaved Fe(Te, Se), Bi-2212’s
surface is more prone to contamination from outgassing. To avoid this contamination, we first heat up
the substrate prior to cleaving to let it outgas first. After it has outgassed for at least an hour, we let
it cool down back to room temperature prior to cleaving. After cleaving we use RHEED to check the
quality of the cleave. The characteristic RHEED pattern is not your typical 4 fold symmetric pattern
you would expect from a square lattice. Instead you have three high symmetry directions that give
you a streaky RHEED pattern (Figure 5.1.3). Two of the high symmetry directions figure 5.1.3 a and
figure 5.1.3 b correspond to the in plane lattice constant and are proportional by a factor of v/2. The
third high symmetry direction figure 5.1.3 ¢ shows a very fine reciprocal spacing corresponding to the

structural super modulation.
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Figure 5.1.3: RHEED images taken along all three high symmetry directions on pristine cleaved
Bi-2212 after it had been outgassed (a) 0° (b) 45° and (c) 90°.

Your typical square lattice will repeat its RHEED patterns every 90° but due to the super mod-
ulation Bi-2212 repeats very 180°. After cleaving we heat the substrate back up to our growth tem-
perature. For the films in this experiment we used a range of different temperatures from ~170 to
~250 °C: the goal being to push the substrate growth temperature as low as possible. This is because
the superconducting properties of the Bi-2212 surface are highly susceptible to heating (Figure 5.1.4).
When the substrate is annealed, oxygen atoms escape from the top most crystal layer giving rise to a

hard insulating gap [90].
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Figure 5.1.4: (a) Cartoon diagram showing how heating removes oxygen from the Bi-2212’s top
most layers. (b-d) Average dI/dV spectra taken on the surface of Bi-2212 before annealing (b), and
after annealing it to ~270 °C (c) and ~380 °C (d).

Once the substrate has reached the desired growth temperature, elemental Bi and Te are co-
evaporated in a ratio of 1:10 Bi:Te. Similar to our growth on Fe(Te, Se) the BisTes grows with
domain boundaries and these domains can be located within our STM (Figure 5.1.5 a). This gives us

our characteristic “double line” RHEED pattern that repeats every 30° (Figure 5.1.6 a).
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Figure 5.1.5: (a) STM topograph showing the location of a domain boundary on our BisTe3 surface.
(b) RHEED image taken during the few minutes of BixT'e3 deposition, (c) and (d) Fourier transforms
of 9 nm square areas of (a) taken on the (c) left side and (d) right side of the domain boundary.

Despite these inevitable domain formations, we still are able to locate large flat regions to charac-

terize the sample in STM (Figure 5.1.6 b).
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Figure 5.1.6: (a) RHEED image and (b) STM topograph of a few layers of BisTe3 grown on Bi-2212
below ~250 °C.
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Once the samples are grown we transfer them to our STM via our vacuum suitcase to ensure they

are never exposed to air.

5.2 Characterization of Thin Films of BiyTe3 on B1-2212

The main goal of this experiment was to see whether or not a d-wave superconductor can be used

to induce a superconducting gap in the surface states of a topological insulator. Since the size of the

superconducting gap at the exposed surface of our film decreases as a function of thicknesses [50], we

grew a slew of different samples from 10 QL thick down to partial coverage. We start by characterizing

the large scale electronic structure of our films by using QPI imaging [18, 91].
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Figure 5.2.1: (a-d) dI/dV maps taken over the same area on our 1 QL thick sample and (e-h) their
respective Fourier transforms. Wave-vector q in (h) denotes the QPI scattering vectors increasing
length as a function of sample bias. (i) The extracted dispersion from the wave-vectors in (e-h).

Both our 1 QL (Figure 5.2.1) and our 2 QL (Figure 5.2.2) films show the characteristic scattering

patterns and dispersion similar to bulk BisTes crystals [18, 49] and films [14, 46].
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Figure 5.2.2: (a-d) dI/dV maps taken over the same area on our 2 QL thick sample and (e-h) their

respective Fourier transforms.

Wave-vector ¢ in (h) denotes the QPI scattering vectors increasing

length as a function of sample bias. (i) The extracted dispersion from the wave-vectors in (e-h).

We next look for look for any evidence of induced superconductivity on the surface of our 1 and 2

QL thick films. The dI/dV spectra acquired on both our 1 and 2 QL films show a small suppression

in the density of states located +5 to 10 meV around the Fermi level (Figure 5.2.3 b,e).
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Figure 5.2.3: (a,d) dI/dV maps taken on (a) 1 QL and (d) 2 QL thick BiyTes films showing a clear
QPT interference pattern at a 1 mV bias. (b,e) Average dI/dV spectra taken on our (b) 1 QL and (e)
2 QL samples showing a gap-like feature near the Fermi energy denoted with dashed lines and arrows.
Insets in (b) and (e) are the Fourier transforms of (a) and (d) respectively showing an in-gap QPI
signature. (c,f) 10 nm line cut of the dI/dV spectra on (c¢) 1 QL and (f) 2 QL offset for clarity showing
the showing the variation of the gap like feature. The gradient line in (a,d) denotes the region line
cuts (c,f) were taken.

This gap like feature does not show clear coherence peaks and is fairly inhomogeneous (Figure 5.2.3
c,f). Previous experiments that have reported similar gap like features have attributed it to arising
from proximity induced superconductivity from the underlying cuprate [37, 92]. Since the goal of this
experiment is to induce a gap in the surface states we would expect to see a suppression of the QPI
within the gapped region. However dI/dV maps taken close to the Fermi energy revealed a strong QPI
signal (Figure 5.2.3 a,d). Therefor even if this gap was induced by the underlying cuprate our surface
states would not be fully gapped. Our thicker 4 QL film shows a similar small suppression around the

Fermi level that we see in our 1 and 2 QL thick films (Figure 5.2.4 b).
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Figure 5.2.4: (a) STM topograph of a 4 QL BisTes film grown on Bi-2212. (b) Average dI/dV
spectra taken over the region shown in (a). (c) 10 nm line cut of the dI/dV spectra taken across the
dotted line in the inset topograph in (b).

Though unlike our 1 and 2 QL films the spectra is more homogenous (Figure 5.2.4 ¢), this is
likely due to thicker films being more uniform. Since proximity induced superconductivity is expected
to drop off exponentially as a function of thickness this gap is unlikely due to proximity induced
superconductivity from the underlying cuprate; the gap magnitude seems to be unaffected by thickness.
In order to shine some light on the nature of this gap, we grew films of reduced coverage. Typically
it takes about 4 minutes to complete a full QL of BiyTes , if we grow for only 24 seconds the result
is mostly exposed Bi-2212 substrate with about 10% coverage of BisTes islands. This allows us to
investigate the interface of our film. We know from some of our other work that the superconducting
properties of the Bi-2212 surface are highly susceptible to heating [90] (Figure 4.2.4). Due to this we
grew the films in this work at temperatures below 250 °C. Our 0.1 QL film verifies that our Bi-2212

substrate still shows a prominent d-wave superconducting gap (Figure 5.2.5).
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Figure 5.2.5: (a) STM topograph showing a BisTes nano-island and our exposed Bi-2212 substrate.
(b) Line cut taken across the 15 nm line indicated by the arrow in (a). (c¢) Average dI/dV spectra take
in the region denoted by red dashed square in (a).
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impurity on the surface that measures ~0.2 nm in height.

Though the spectra of our Bi-2212 substrate looks as expected (Figure 5.2.5 ¢), there are some
noticeable clusters on the surface (circled in yellow in Figure 5.2.5 a). These are likely clusters composed
of excess dilute amounts of Bi or Te. Most interestingly, when we check the topographic step height of

our BisTes islands with respect to our substrate we find their apparent height to be ~1.2 nm (Figure

5.2.6 a,d).
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Figure 5.2.6: (a-c) STM topographs showing (a) BisTes nano-islands on Bi-2212 with ~10% cover-
age, (b) BigTes islands on Bi-2212 with ~90% coverage and (c) a 2 QL thick film of BiyTe3 grown on
Bi-2212. (d-f) topographic height profiles across the regions denoted by the red dashed arrows in (a-c).
(g-f) Schematic depiction of the cross section of the interface consistent with the heights observed in

(d-).

This is ~20% taller than the expected 1 nm step height of BisT'e3 was also apparent in films where
we had nearly complete single layer coverage (Figure 5.2.6 b,e). In order to check that our STM scanner
is properly calibrated, we also measured the topographic step height of a nearly completed 2 QL thick
film with respect to the first layer of BisTe3 underneath. Our 2 QL thick films show the expected
1 nm step height (Figure 5.2.6 ¢,f). Since STM topographs contain both electronic and structural
information, we provide two types of evidence that this height is indeed structural in nature. First we
extract the step height from island topographs taken at both positive and negative sample bias; we

found both to show the same additional height (Figure 5.2.7).
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Figure 5.2.7: (a) A large-scale STM topograph showing BisTe3 islands on a Bi-2212 substrate, the
red dashed arrow denotes where the height profiles in (b) and (c) were taken. (b,c) Topographic height
profiles for the same island acquired at (b) negative and (c¢) positive sample bias.

The second piece of evidence is that BisTes islands grown on SrTi03 (111) (Figure 5.2.8 a,c) as

well as Fe(Te, Se) (Figure 5.2.8 b,d) both show the expected ~1 nm step height despite the fact that

the two substrates are electronically very different materials.
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To explain this additional ~20% height of our first BisTe3 layer with respect to our Bi-2212 sub-
strate we postulate that it may be due to some sort of intergrowth layer forming at our interface. This
intergrowth layer is likely made up of the same small cluster that can be seen on our substrates surface
(Figure 5.2.5 a yellow circle). These clusters also have an approximate size equal to our barrier height;

similar observations have occasionally been reported in other van der Waals heterostructures [93].

Next we investigate the consequences of the imperfect interface. A crucial insight comes from how
the electronic properties of our BisTes islands are affected by their dimensional constraints. dI/dV
spectra acquired on islands where the diameter was ~10 nm show a clearly different shaped hard gap
(Figure 5.2.9 a). As the size of the island increases to an ~20 nm diameter this hard gap evolves into

a V-shaped gap (Figure 5.2.9 b). Lastly as the first BiyTes layer nears completion it evolves into the

small suppression around the Fermi energy (Figure 5.2.9 c).
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Figure 5.2.9: (a-c) Average dI/dV spectra taken over the regions denoted by the red dashed square
in the inset topograph for (a) ~90 nm? island, (b) ~400 nm? island and (c) ~4500 nm? region of a 1

QL thick BisTes film.

This hard gap of ~150 meV in magnitude is significantly larger than 2A superconducting gap of

Bi-2212. This hard gap interestingly also shows a clear asymmetry in energy (Figure 5.2.10).
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Figure 5.2.10: (a) dI/dV line cut on the ~90 nm? island from figure 5.2.9 a. (b) Spectral peak
positions extracted from (a), the red and black lines denote the first positive (Red) and the first
negative (black) peak positions.

Due to this clear asymmetry and the gap magnitude being several times larger than our Bi-2212
substrate we rule out proximity induced superconductivity as its origin. The additional peaks in the
dI/dV spectra of our ~10 nm diameter island (Figure 5.2.9 a) outside the gap may be due to quantized

bound states (Figure 5.2.11).
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Figure 5.2.11: (a-d) dI/dV maps of the same field of view acquired at (a) -90 mV (b) -75 mV (c) 95
mV and (d) 125 mV sample bias. (e) dI/dV spectra averaged over the entire island.

This is similar to what has been observed on quantum dots [94]. Another possible explanation for
these peaks could be due to capacitive coupling between island and STM tip [95]. Though it could be
interesting to explore in future work, we did not explore a quantitative understanding of these peak

positions in this work (Figure 5.2.11 e).

4.3 Coulomb Blockage

Due to this additional barrier at the interface and the effect it has on finite system size, we have
concluded that a natural explanation for this gap can be understood as a Coulomb blockade (CB)
gap [96]. These CB gaps arise due to single electrons exchanging energy with the environment during
tunneling [97, 98]. Previous experiments have reported the CB effect in tunneling measurements for
heterostructures when there is an additional barrier at the interface [99, 100, 95, 101]. Tunneling
measurements that involve the CB effect can be modeled using a double tunnel junction, the first

junction being the tip-sample junction and the second being the sample-substrate junction (Figure

5.3.1).
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Figure 5.3.1: Diagram showing the double tunnel junction involved in our measurements, Cr and
R7 are the respective tip-film capacitance and resistance, while C' and R are the capacitance and
resistance of the film-substrate junction.

The size of the CB gap is roughly inversely proportional to the capacitance (C') between the film
and the substrate [99, 101]. The shaped of the gap depends on the resistive component of the film-
substrate junction (R). Large R will give a sharp cut-off in the conductance at the gap edge, while small
R gives a more gradual suppression when approaching the Fermi energy [99, 101]. On our smallest
BisTes island we observe a sharp CB gap that goes to zero conductance (Figure 5.2.9 a). As our island
increases in size C' will become larger while R decreases evolving the gap into a smaller V-shaped gap
(Figure 5.2.9 b). As the film grows to become more continuous these islands merge together and the
V-shaped gap becomes more subdued with a finite conductance at the Fermi level (Figure 5.2.9 c).
Similar to references [99, 101] we used the dynamical Coulomb blockade P(E) theory to fit the overall
shape of our observed spectra. This theory incorporates the additional capacitance/resistance from
tip-film junction (Cr/Ryr) as well as the film-substrate junction (C/R) as input parameters. Coulomb
charging effects will be present in tunneling measurements when the total junction resistance is on the
order of the resistance quanta Rx = h/e? [99, 98, 102, 103, 104]. The P(FE) theory of the dynamical

Coulomb blockade accounts for the total impedance of the of our STM tunnel junction setup. This
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total impedance is given by:

Z (w) = [iwC +iwCr + R -

We can use this total impedance Z(w) to get the equilibrium correlation function of the phase J (¢)

given by:
> A —twt __ 1
Ry L EIEES
| W Rk 1 _ ¢t
J (t) can be solved analytically [104] and used to calculate the probability P (E) that an electron

with energy E will tunnel into the circuit [103].

P(E)= 27T1h7dteacp {J(t)—i— zgt}

From here the total tunneling current can be solved perturbatively from the difference of the

tunneling rates from tip to sample and sample to tip.

I (V) = —¢€ [Ftip—>sa7nple (V) - Fsample—>tip (V)]

These rates can be computed using the P (E) theory’s probability integral form given by:

o0

1 EP(eV +E)
Fsam e—ti V)= dr
pl%tp( ) ezRT e’CBLT—l
—oo
The same code that was used by Brun et al. [99] was provided to us by Christian Flindt and

Konrad Miiller, that we used to calculate our theoretical dI/dV spectra in figure 5.4.2.
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Figure 5.3.2: (a-c) (black curves) Normalized average dI/dV spectra from figure 5.2.9 on (a) ~90 nm?
island (b) ~400 nm? island and (c) ~4500 nm? BisTes domains. Third and second order polynomials
were subtracted from the background in (b) and (c) respectively in order to normalize the spectra;
(a-c) (color curves) Theoretical model with the fitting parameters show in the inset. (d) Scatter plot
of the capacitance values extracted from our fits with respect to approximate domain size. (e) Scatter
plot of the resistance determined from the theoretical fits and inverse domain size.

From our calculated dI/dV spectra we obtain a good fit with our experimental data. The film-
substrate capacitance C' and resistance R depend on the exact nature of the contact, and therefor can
vary quite a bit even if the film’s area is kept the same [99]. If we were to treat our smallest island as a
parallel plate capacitor with area A = 90 nm? and spacing d = 0.2 nm, the capacitance C would equal
50£T% ~ 4 aF. This is of comparable magnitude to 1.5 aF" extracted from our fits. Since the dielectric
constant depends on the nature of the intergrowth layer and since ours is most likely comprised of
excess Bi and Te, we take €, to be on the order of 1. Though there is clearly a discrepancy between
treating our films like parallel plate capacitors and our extracted C values from our fits, we should
still find that C increases linearly with area, while R decreases linearly with area [99]. We confirm this

by plotting the fit parameters as a function of approximate area estimated from our STM topographs,
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both show the expected liner scaling (Figure 5.3.2 d,e).

As mentioned a few times in this dissertation when BisTe3 is grown on a structurally mismatched
substrate it will inevitably contain structural domains, that can be seen in both RHEED (Figure 5.1.6
a) and STM (Figure 5.1.5 a). These domains will be present even in thicker films giving rise to finite
size effects despite the islands merging to form a continuous film. As our film thickness increases the

gap-like feature gets suppressed and the zero-bias conductance increases (Figure 5.3.3).

di/dV (a. u.)
|

Figure 5.3.3: Average dI/dV spectra on BisTes taken over regions of various thickness on four
different sample: 1 QL, 2 QL and 4 QL were all different samples while the ~9, ~10 and ~11 QL data
is from the same nominally ~10 QL thick sample acquired on different consecutive terraces.

Though in our 1,2 and 4 QL films the gap-like feature is fairly prominent, our thicker films around
9-10 QL only show a small suppression around zero energy and nearly disappears in 11 QL thick
films (Figure 5.3.3). This can be understood as a consequence of the decreased resistivity in thicker

films. Our calculated dI/dV spectra for our 2,4 and 9 QL films are also in good agreement with our
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experimental data (Figure 5.3.4).

Sample Bias (mV) Sample Bias (mV) Sample Bias (mV)

Figure 5.3.4: (a-c) (black curves) Normalized average dI/dV spectra take from figure 5.3.3 on (a) 2
QL, (b) 4 QL and (c) 9 QL thick films. Third degree polynomials were subtracted off the background of
the raw data in order to normalize it. (red curves) DCB theoretical model with the fitting parameters
shown in the inset.

We postulate that in our thicker films the domains on average become larger due to strain relaxation
as the film grows. The increasing capacitance and decreasing resistance extracted from our fits adds
further credence to domain size increasing in thicker films. Therefor the CB effect will be weaker but
still present in thicker films, and the gap-like feature observed in our measurements is most likely a

consequence of this and not from proximity induced superconductivity.

5.4 Conclusion

In chapter 4, I showed how an iron based superconductor can be used to induce superconductivity
at higher temperatures in a TT and TCI. While in this chapter I covered our efforts to use a copper
based superconductor in an attempt to gap out the surface states of a TI. Though we did measure
a gap-like feature around the Fermi energy, it did not have the necessary elements to interpret it as
a superconducting gap. Unlike our films grown on Fe(Te, Se), the ones grown on Bi-2212 have an
inevitable intergrowth layer, likely caused by the necessity of lower growth temperatures due to the

sensitive of Bi-2212 surface itself. It is possible that through exfoliation methods a much cleaner
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interface can be achieved, but with MBE grown films it would be extremely difficult to obtain. This
work can be further extended to many MBE grown films where tunneling measurements show gap-
like features around the Fermi energy. We stress the importance of investigating the bonding at the

interface of the film and substrate and caution the interpretation of gap-like features.
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