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We compute effective error rates for the equidistribution of translates of di-

agonal orbits on Hilbert modular varieties. The translation is determined by 𝑛

real parameters and our results require the assumption that all parameters are

non-zero. The error rate is given in explicit polynomial terms of the translation

parameters and Sobolev type norms of the test functions. The effective equidis-

tribution is applied to give counting estimates for binary quadratic forms of

square discriminant over real number rings.
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Chapter 1

Introduction

Dynamics on homogeneous spaces is of classical interest and has strong con-
nections with number theory. Two fundamental ideas are that of mixing and
the equidistribution of orbit translates. For both topics, foundational work was
laid by Ratner in [Rat87] and in her series exploring unipotent orbits [Rat90b]
[Rat90a] [Rat91]. The orbit equidistribution question in particular often has im-
mediate and intrinsic number theoretic applications. Specifically, orbit equidis-
tribution canprovide away to asymptotically count lattice points [EM93] [DRS93]
[KM98].

The twodynamical phenomenon justmentioned are verymuch intertwined.
One can view equidistribution as a “singular version” of mixing, and this view
yields an intuitive proof strategy that works for finite volume orbits. Making
thismore explicit, let𝐺 be a connected semi-simple Lie group and Γ ⊂ 𝐺 a lattice
so 𝑋 = Γ\𝐺 is of finite measure. The measure 𝜇 on 𝑋 is inherited from the Haar
measure on 𝐺, and so we have a 𝜇-invariant 𝐺-action 𝑋 given by Γ𝑥 ↦ Γ𝑥𝑔. For
𝑓1, 𝑓2 ∈ 𝐿2(𝑋, 𝜇) we call this action mixing if

�
𝑋
𝑓1(𝑥)𝑓2(𝑥𝑔) 𝑑𝜇 → �

𝑋
𝑓1(𝑥) 𝑑𝜇 ⋅ �

𝑋
𝑓2(𝑥) 𝑑𝜇 = 𝜇(𝑓1) 𝜇(𝑓2)

as 𝑔 → ∞ (in the sense of leaving compact sets). Ineffective mixing (that is
without explicit error terms) in this fairly general setting (by comparison to
the setting we will consider) is a well known consequence of the Howe-Moore
theorem [HM79]. The 𝐺 action above is of course a representation of 𝐺 on
𝐿2(𝑋, 𝜇) given by (𝜋(𝑔) ∘ 𝑓)(𝑥) = 𝑓(𝑥𝑔), with the fixed subspace of 𝜋 consisting of
locally constant functions. If 𝑓1 and 𝑓2 are orthogonal to the subspace of locally
constant functions then mixing implies that ⟨𝜋(𝑔) ∘ 𝑓1, 𝑓2⟩ → 0 (as 𝑔 → ∞).
Thus mixing is an example of the decay of matrix coefficients, a phenomenon
for which effective results are well established in more generality than used
here, see [Rat87], [HC66], [Ven10] and [Oh02].

For equidistribution we consider a closed subgroup 𝐻 ⊂ 𝐺 with its Haar
measure 𝑑ℎ and the quotient 𝐻Γ = (𝐻 ∩ Γ)\𝐻. We could then consider the mea-
sure𝜇𝐻(𝑓) = ∫𝐻Γ

𝑓(ℎ)𝑑ℎ and the translates by 𝑔 ∈ 𝐺 given by𝜇𝐻𝑔(𝑓) = ∫𝐻Γ
𝑓(ℎ𝑔)𝑑ℎ.
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We say the translates of the 𝐻-orbit equidistribute if

𝜇𝐻𝑔(𝑓) → �
𝑋
𝑓(𝑥) 𝑑𝜇

as 𝑔 → ∞ in some sense. One could view 𝜇𝐻(𝑓) as integration of 𝑓 over 𝑋mul-
tiplied against a singular distribution supported on the orbit 𝐻Γ. If the orbit is
of finite volume, so ∫

𝐻Γ
1𝑑ℎ < ∞, equidistribution then could be seen as analo-

gous to mixing of 𝑓 and this singular distribution. To illustrate, suppose Ξ𝐻 is
a distribution on 𝑋 such that

�
𝑋
𝑓(𝑥)Ξ𝐻(𝑥) 𝑑𝜇 = �

𝐻
𝑓(ℎ) 𝑑ℎ

and normalized so that ∫
𝑋
Ξ𝐻(𝑥)𝑑𝜇 = 1. Then “mixing” would say that

�
𝑋
𝑓(𝑥)Ξ𝐻(𝑥𝑔) 𝑑𝜇 = �

𝐻Γ
𝑓(𝑥0ℎ𝑔) 𝑑ℎ → �

𝑋
𝑓(𝑥) 𝑑𝜇 ⋅ �

𝑋
Ξ(𝑥) 𝑑𝜇 = �

𝑋
𝑓(𝑥) 𝑑𝜇

Of course, Ξ𝐻 is not in 𝐿2(𝑋), so mixing results don’t apply, however this anal-
ogy provides intuition into how equidistributionmight follow frommixing. By
approximating Ξ𝐻 by a smooth function supported on a small neighborhood of
the orbit of 𝐻, we could then apply mixing to this smoothed orbit. This works
so long as translates of this thickened orbit remain as a smooth approximation
of the translated orbit. Eskin and McMullen in [EM93] were able to do this
for finite volume orbits via their wavefront lemma, which essentially states that
the translation of this thickened orbit remains a smooth approximation of the
translated orbit.

The wavefront lemma unfortunately doesn’t work for orbits of infinite vol-
umes and obtaining equidistribution results in this setting, both effective and
ineffective, has been the focus of more recent research. In the work of Shapira
and Zheng [SZ19] they refine the notion of weak* convergence and describe,
ineffectively, the limiting distribution for translates of diagonal orbits on the
quotients

𝑆𝐿(𝑑,ℤ)\𝑆𝐿(𝑑,ℝ).
In [OS13], [KK17] and [KK20], equidistribution for diagonal orbits on Γ\𝑆𝐿2(ℝ)
is given effectively. In particular, in [KK17], soft, dynamic methods give effec-
tive equidistribution. This in turn is applied to a diophantine counting prob-
lem as well as to weighted second moments of 𝐺𝐿(2)-automorphic 𝐿-functions.
While not as immediate as the finite case, effective decay of matrix coefficients
is an important step in the process still, and the exponent of the error rate for
equidistribution ultimately derives from the exponent for mixing.

1.1 Equidistribution of Diagonal Orbits
In this thesis we extend the method in [KK17] from 𝐺 = 𝑆𝐿2(ℝ) to the group
𝐺 = 𝑆𝐿2(ℝ)𝑛 for arbitrary 𝑛. However, we limit ourselves to only consider-
ing the lattices Γ that arise from a totally real number field 𝐿 (of degree 𝑛) as
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𝑆𝐿2(𝒪 ), where 𝒪 is the ring of integers of 𝐿 (the details of this will be made ex-
plicit). We then consider translates of the diagonal orbits in Γ\𝐺. Additionally,
the test-functions we consider are 𝐾-invariant (where 𝐾 ⊂ 𝐺 is the subgroup
𝐾 = 𝑆𝑂(2)𝑛), thus the equidistribution takes place on the Hilbert modular vari-
ety Γ\𝐺/𝐾. A generic translate, in this context, can be understood by analyzing
translation by a tuple of unipotent matrices:

𝑛𝑇 = ��
1 𝑇1
0 1 � ,⋯ , �

1 𝑇𝑛
0 1 �� .

We are able to obtain an effective error term for equidistribution under the as-
sumption that |𝑁(𝑇)| = ∏ |𝑇𝑖| > 0. For the error term to be smaller than the
main terms it is not sufficient that 𝑁(𝑇) → ∞ as in fact we need the large 𝑇𝑖 to
effectively approach ∞ slightly faster than the small 𝑇𝑖 are approaching 0. We
let 𝐴 be the diagonal subgroup of (𝑆𝐿2(ℝ))𝑛 and define

𝐴Γ = (𝐴 ∩ Γ)\𝐴. (1.1)

Then we have

Theorem 1.1. There exists a constant 𝜂 > 0 (determined from the spectral gap of Γ)
such that for any 𝐾-invariant Schwartz test functionΨ and any 𝜀 > 0

�
𝐴Γ
Ψ(𝑎𝑛𝑇) 𝑑𝑎 =𝜇(Ψ)2𝑛−1ℛ√𝒟

𝑛
�
𝑗=1

log(1 + 𝑇2𝑗 ) + 𝜇𝐸(Ψ) + 𝑂Ψ

⎛
⎜⎜⎜⎜⎜⎝�
𝑇𝑗≤1

𝑇
− 1
𝑛+1−𝜀

𝑗 �
𝑇𝑗>1

𝑇−𝜂𝑗

⎞
⎟⎟⎟⎟⎟⎠

whereℛ and𝒟 are the regulator and discriminant of 𝐿 and 𝜇𝐸 is a regularized Eisen-
stein distribution, the precise definition of which will follow.

The dependence of the error term on Ψ will be made explicit in terms of
Sobolev-like norms, and the constant 𝜂 is derived from already established ef-
fective decay of matrix coefficients [Ven10] and [Oh02]. If 𝜂𝑀 is an exponent
for effective mixing on Γ\𝐺, then our equidistribution exponent is

𝜂 =
𝜂𝑀

(𝑛 + 1)(𝑛 + 2)
.

From thework of Blomer andBrumley estimating the spectral gap of Γ\𝐺, [BB11],
we have the estimate 𝜂𝑀 = 1/2−7/64−𝜀 = 25/64−𝜀, independent of the number
ring 𝐿.

Wewill conclude this section with a note on proof strategy. A crucial step in
the proof of Theorem 1.1 will be establishing the decay of Fourier coefficients,
to which chapter 4 is dedicated. In the case 𝒪 = ℤ, one can imagine a function
𝜓 on 𝑆𝐿2(ℤ)\ℍwhereℍ is the hyperbolic plane

ℍ = {𝑧 = 𝑥 + 𝑖𝑦 ∈ ℂ ∶ 𝑦 > 0}.
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Then 𝜓 has a Fourier expansion from the periodicity in the real component:
𝜓(𝑥 + 𝑖𝑦) = 𝜓(𝑥 + 1 + 𝑖𝑦), and we have the expansion

𝜓(𝑥 + 𝑖𝑦) = �
𝑚∈ℤ

𝑎𝜓(𝑚; 𝑦)𝑒2𝜋𝑖𝑚𝑥

As shown in [KK17], these Fourier coefficients 𝑎𝜓(𝑚; 𝑦) decay to zero as 𝑦 → 0.
We use the higher dimensional analogue of this. To do this we use the higher
dimensional analogue of the equidistribution of low-lying horocyclic segments.
This is done, these segments being compact, by the intuitive method described
earlier: the horocyclic segment is thickened and then mixing can be applied.

1.2 An Application: Counting Quadratic Forms
Astandard application of such an equidistribution result is the asymptotic count-
ing of lattice points, as done in [EM93] and [KK17], and is directly related to
a classic question in Diophantine analysis of counting the integer points of an
affine variety, as in [DRS93]. One can consider a variety 𝑉 defined by integral
polynomials 𝑓𝑖 ∈ ℤ[𝑥1,⋯𝑥𝑚]:

𝑉 = {𝑥 ∈ ℂ𝑚 ∶ 𝑓𝑖(𝑥) = 0, 𝑖 = 1,⋯𝑚}.

The desire is to understand the asymptotics as 𝑇 → ∞ of the function

𝑁(𝑇,𝑉) = {𝑚 ∈ 𝑉(ℤ) ∶ ||𝑚|| ≤ 𝑇}.

For the number ring𝒪, we consider an𝒪-analog to this question: let 𝑓𝑖 ∈ 𝒪 [𝑥1,⋯𝑥𝑚]
and define, for a real embedding 𝜎 of 𝒪, the variety

𝑉𝜎 ∶= {𝑥 ∈ ℂ𝑚 ∶ 𝜎(𝑓𝑖)(𝑥) = 0, 𝑖 = 1,⋯𝑚}

so that we can consider the variety 𝑉 = ∏𝜎𝑉𝜎. Then we can define the set

𝑉(𝒪 ) = {𝛼 ∈ 𝒪 𝑚 ∶ 𝜎𝑗(𝛼) ∈ 𝑉𝜎𝑖}

and consider the analogous asymptotics of the function

𝑁(𝑇,𝑉) = {𝛼 ∈ 𝑉(𝒪 ) ∶ ||𝛼|| ≤ 𝑇}

for an appropriately defined norm || ⋅ ||. Analogous to the counting results in
[KK17], our result allows the counting of quadratic forms of a square discrim-
inant, and the counting follows the pattern established in [EM93], [DRS93]
and [KK17]. Let 𝑓𝛼 ∈ 𝒪 [𝑥1, 𝑥2, 𝑥3] be defined as 𝑥22 − 4𝑥1𝑥3 − 𝛼 and define
𝑉𝛼 = {𝑥 ∈ ℝ3 ∶ 𝑓𝛼(𝑥) = 0}. A quadratic form 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 of discriminant
𝑑 = 𝑏2 − 4𝑎𝑐 can be viewed as living on the variety

𝑊𝑑 ∶= 𝑉𝜎1(𝑑) × 𝑉𝜎2(𝑑) ×⋯× 𝑉𝜎𝑛(𝑑)
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via the map

(𝑎, 𝑏, 𝑐) ↦ (𝜎1(𝑎), 𝜎1(𝑏), 𝜎1(𝑐),⋯ , 𝜎𝑛(𝑎), 𝜎𝑛(𝑏), 𝜎𝑛(𝑐)) ∈ ℝ3𝑛.

We will call the 𝒪-points of𝑊𝑑 the image of the above map, so we define

𝑊𝑑(𝒪 ) = {(𝑎, 𝑏, 𝑐) ∈ 𝒪 3 ∶ (𝑎(𝑖), 𝑏(𝑖), 𝑐(𝑖)) ∈ 𝑉𝑑(𝑖)}. (1.2)

Then Γ acts on 𝑊𝑑(𝒪 ) and our equidistribution result allows us to asymptoti-
cally count the Γ-orbit points that lie inside a norm-ball of a given radius for a
𝐾-invariant norm on 𝑊𝑑. From [Efr87] we know that 𝑊𝑑(𝒪 ) decomposes into
finitelymany orbits allowing us to count each orbit separately and sum over the
orbits.

Explicitly, for (𝑎, 𝑏, 𝑐) ∈ 𝑊𝑑(𝒪 ), 𝛾 ∈ 𝑆𝐿2(𝒪 ) we will write (𝑎, 𝑏, 𝑐)𝛾 to indicate
its image under the action of 𝛾. We denote the stabilizer of (𝑎, 𝑏, 𝑐) by 𝐻(𝑎,𝑏,𝑐) =
{𝛾 ∈ 𝑆𝐿2(𝒪 ) ∶ (𝑎, 𝑏, 𝑐)𝛾 = (𝑎, 𝑏, 𝑐)}. Then we can construct the counting function

𝑁(𝑎,𝑏,𝑐)(𝑅) = #{𝛾 ∈ 𝐻(𝑎,𝑏,𝑐)\𝑆𝐿2(𝒪 ) ∶ ||(𝑎, 𝑏, 𝑐)𝛾|| < 𝑅} (1.3)

For a given square discriminant 𝑑 = 𝜔2, we will show that {(0, 𝜔, 𝜏) ∶ 𝜏 ∈ 𝒪 /(𝜔)}
comprises a full set of representatives for the classes of forms. Thus we are
interested in the counting function

𝒩𝜔(𝑅) = �
𝜏∈𝒪 /(𝜔)

𝑁(0,𝜔,𝜏)(𝑅) (1.4)

and have the following result

Theorem 1.2. For 𝜔 ∈ 𝒪, there exists constants 𝐾1 and 𝐾2 = 𝐾2(𝜔), 𝜂 > 0 such that

𝒩𝜔(𝑅) = 𝑉𝑛(𝑅)(𝐾1 log(𝑅) + 𝐾2 + 𝑂(𝑅−𝜂))

where 𝑉𝑛(𝑅) = Γ(𝑛/2 + 1)−1𝜋𝑛/2𝑅𝑛 is the volume of an 𝑛-dimensional sphere of radius
𝑅.
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Chapter 2

Background and Notation

We will say 𝑓(𝑥) = 𝑂(𝑔(𝑥)) if there is some𝑀 > 0 such that |𝑓(𝑥)| < 𝑀|𝑔(𝑥)| for
all 𝑥 in the domain of both functions. If the bound only holds for a reduced
domain of 𝑥 it will be stated explicitly. We will also use the notation≪: we will
write

𝑓(𝑥) ≪ 𝑔(𝑥) ⟺ 𝑓(𝑥) = 𝑂(𝑔(𝑥)).

If simultaneously 𝑓(𝑥) ≪ 𝑔(𝑥) and 𝑔(𝑥) ≪ 𝑓(𝑥) then we write

𝑓(𝑥) ≍ 𝑔(𝑥).

A subscript on𝑂 or≪ indicates something on which the implied constant may
depend, as in the statement of theorem 1.1. Without any subscript the implied
constant is allowed to depend on 𝐿.

Fourier series will play a crucial role throughout so to make notation more
concise we will use the following definition

𝑒(𝑥) = exp(2𝜋𝑖𝑥). (2.1)

2.1 Real Number Rings
Totally real number rings play a critical role in these results and so we record
here some of the elementary properties that will be needed for the analysis
ahead. See [Mar18] for a thorough reference on the topic.

Definition 2.1. If 𝐿/ℚ is a finite field extension, we say 𝐿 is a totally real extension
if for every embedding 𝜎 ∶ 𝐿 → ℂ we have that 𝜎(𝐿) ⊂ ℝ. We say 𝛼 ∈ 𝐿 is an integer
of 𝐿 if there is a monic polynomial 𝑓 ∈ ℤ[𝑥] such that 𝑓(𝛼) = 0. The set of integers
is denoted 𝒪𝐿 and form a ring. We call 𝒪𝐿 a real number ring if 𝐿 is a totally real
extension of ℚ.

Throughout this thesis wewill consider 𝐿 fixed and denote the degree of the
extension by [𝐿 ∶ ℚ] = 𝑛. As 𝐿 will be considered fixed, we drop the subscript

6



𝐿 and just refer to the integers of 𝐿 by 𝒪. Of critical importance will be the
structure of the units of 𝒪. We begin by recalling the definition of the norm of
elements of 𝐿.

Definition 2.2. Let 𝜎1,⋯ , 𝜎𝑛 be the 𝑛 distinct embeddings of 𝐿 intoℝ. We will adopt
the notation that 𝛼(𝑖) = 𝜎𝑖(𝛼). Then for 𝛼 ∈ 𝐿 the norm of 𝛼 is defined to be

𝑁(𝛼) =
𝑛
�
𝑖=1

𝜎𝑖(𝛼).

Similarly the trace of 𝛼 is defined as

tr(𝛼) =
𝑛
�
𝑖=1
𝛼(𝑖).

For convenience we will use the notation 𝑁(𝑦) and tr(𝑦) for tuples generically. So for
𝑦 = (𝑦1,⋯𝑦𝑛) ∈ ℝ𝑛 we let 𝑁(𝑦) = ∏𝑗 𝑦𝑗 and tr(𝑦) = ∑𝑗 𝑦𝑗.

Thus if 𝛼 ∈ 𝐿 then 𝑁(𝛼) ∈ ℚ, and 𝛼 ∈ 𝒪 implies 𝑁(𝛼) ∈ ℤ. We can then
define

Definition 2.3. An element 𝑢 ∈ 𝒪 is called a unit if |𝑁(𝑢)| = 1. We let 𝑈 denote the
group of units.

The units 𝑈 form a group under multiplication, the structure of this group
plays a critical role in our analysis.

Theorem 2.4 (Structure Theorem). The group 𝑈 is the product of a cyclic group
and a freeℤ-module of rank 𝑛 − 1. The cyclic group is {−1, 1}. A basis for free part will
be called a set of fundamental units

For proof see [Mar18], Chapter 5. We will implicitly associate the element
𝛼 ∈ 𝐿 and the vector (𝜎1(𝛼),⋯ , 𝜎𝑛(𝛼)) ∈ ℝ𝑛 with the understanding that an
ordering to the embeddings has been fixed. Thus for 𝑥 = (𝑥1,⋯ , 𝑥𝑛) ∈ ℝ𝑛 we
will denote ⟨𝛼, 𝑥⟩ = ∑𝑖 𝛼

(𝑖)𝑥𝑖. In this vein, we will use the notation ||𝛼||∞ to mean
max𝑖{|𝛼(𝑖)|}. Using this association we have that 𝒪 ⊂ ℝ𝑛 is a lattice. For the next
definition we will make a basis of 𝑈 explicit: let (𝜖1,⋯ , 𝜖𝑛−1) be a fundamental
set of units. Then we can construct the matrix

𝑈 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 log |𝜖(1)1 | ⋯ log |𝜖(1)𝑛−1|
1 log |𝜖(2)1 | ⋯ log |𝜖(2)𝑛−1|
⋮ ⋮ ⋱ ⋮
1 log |𝜖(𝑛)1 | ⋯ log |𝜖(𝑛)𝑛−1|

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.2)

Definition 2.5. The discriminant of 𝒪, denoted𝒟, is the square of the volume of the
fundamental domain of 𝒪. Furthermore the regulator of 𝒪, denotedℛ, is defined to be
det(𝑈)/𝑛. This is independent of the choice of fundamental units.

We now give with proof some elementary facts that will be needed later.
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Lemma 2.6. For any nonzero ideal 𝐽 ⊂ 𝒪 and any 𝑢 ∈ 𝑈 there is an integer 𝑚 ∈ ℤ
such that

𝑢𝑚 − 𝑢−𝑚 ∈ 𝐽

Proof. By the finiteness of 𝒪 /𝐽 we have that for any 𝑢 ∈ 𝑈 there is some 𝑚 ∈ ℤ
such that 𝑢2𝑚 ≡ 1 mod 𝐽. Thus 𝑢2𝑚 − 1 ∈ 𝐽. And we have that

𝑢2𝑚 − 1 ∈ 𝐽 ⟹ (𝑢2𝑚 − 1)𝑢−𝑚 = 𝑢𝑚 − 𝑢−𝑚 ∈ 𝐽

We now consider the dual lattice to 𝒪, which we denote 𝒪 ∗. This is defined
by

𝒪 ∗ = {𝛼∗ ∈ ℝ𝑛 ∶ 𝑇𝑟(𝛼∗𝛼) ∈ ℤ ∀𝛼 ∈ 𝒪 }. (2.3)

We note the following fact about 𝒪 ∗:

Lemma 2.7. 𝒪 ∗ is a fractional ideal of 𝒪, and as such is also realized as a lattice inℝ𝑛.
Thus there is some smallest integer 𝑚𝐿 ∈ ℤ such that 𝑚𝐿𝒪 ∗ = 𝐽𝐿 ⊂ 𝒪 is an ideal.

Given a smooth function 𝑓 ∶ ℝ𝑛 → ℂ such that ∀𝛼 ∈ 𝒪, 𝑓(𝑥) = 𝑓(𝑥 + 𝛼), we
can write it as its Fourier series

𝑓(𝑥) = �
𝛼∗∈𝒪 ∗

𝑎𝑓(𝛼∗)𝑒(⟨𝛼∗, 𝑥⟩) = �
𝛼∈𝐽𝐿

𝑎𝑓(𝛼/𝑚𝐿)𝑒(⟨𝛼, 𝑥⟩/𝑚𝐿)

It will often be useful to consider the function log ∶ 𝐿 → ℝ𝑛 given by

log(𝛼) = (log(|𝛼(1)|),⋯ , log(|𝛼(𝑛))). (2.4)

Note that if 𝑢 ∈ 𝑈 then log(𝑢) lies in the hyperplane orthogonal to the vector
(1,⋯ , 1).

Now we consider the equivalence relation on elements of 𝒪 (or 𝒪 ∗) given
by 𝑈. Namely, for 𝛼, 𝛽 ∈ 𝒪 we say 𝛼 ∼ 𝛽 if ∃𝑢 ∈ 𝑈 such that 𝛼 = 𝑢𝛽 (likewise
for 𝛼∗, 𝛽∗ ∈ 𝒪 ∗) and denote by [𝛼] (resp. [𝛼∗]) the equivalence class. Note that
since 𝑁(𝛼𝛽) = 𝑁(𝛼)𝑁(𝛽) then 𝑁([𝛼]) is well-defined. We have

Lemma 2.8. There exists 𝐶1 such that any [𝛼] (or [𝛼∗]) has a representative 𝛼0 such
that for all 𝑖 ∈ {1,⋯ , 𝑛}

𝐶−11 |𝑁(𝛼)|1/𝑛 ≤ |𝛼
(𝑖)
0 | ≤ 𝐶1|𝑁(𝛼)|1/𝑛

Proof. Let𝑃denote the hyperplane inℝ𝑛 that is orthogonal to the vector (1,⋯ , 1),
and for 𝑥 ∈ ℝ𝑛 let 𝑥𝑃 denote its orthogonal projection onto 𝑃. By theorem 2.4
log(𝑈) forms a lattice in 𝑃. Let 𝐷 denote a fundamental domain of this lattice.
Then for any 𝛼 ∈ 𝒪 there is some 𝑢 ∈ 𝑈 such that (log(𝛼) + log(𝑢))𝑃 ∈ 𝐷. 𝐷 is
finite, so there is some 𝐶1 such that for all 𝑥 ∈ 𝐷, ||𝑥||∞ ≤ 𝐶1. Then we simply
note that log(𝛼)𝑃 = log(𝛼/|𝑁(𝛼)|1/𝑛), and we are done.

An immediate consequence of lemma 2.8 is a similar result but for the action
of square units on the set [𝛼∗]. We have the following corollary:
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Corollary 2.9. If we consider the action only of square units (𝑢2 with 𝑢 ∈ 𝑈) on the set
[𝛼∗], then there are 2𝑛−1 equivalence classes inside [𝛼∗]. Furthermore there is a constant
𝐶 = 𝐶(𝐿) such that each class has a representative 𝛼̃∗0 such that for all 𝑖 ∈ {1,⋯ , 𝑛}

𝐶−1|𝑁(𝛼∗)|1/𝑛 ≤ |(𝛼̃∗)(𝑖)| ≤ 𝐶|𝑁(𝛼∗)|1/𝑛

We call the set of such representatives {𝛼̃∗}.

Proof. For a given 𝛼∗, we consider the set {𝑢2𝛼∗ ∶ 𝑢 ∈ 𝑈}. Letting {𝜖1,⋯ , 𝜖𝑛−1}
denote the set of fundamental units, there is an element ̃𝛼∗ of {𝑢2𝛼∗ ∶ 𝑢 ∈ 𝑈}
such that

̃𝛼∗ = (𝜖𝑒11 ⋯𝜖𝑒𝑛−1𝑛−1 )𝛼∗0
where 𝛼∗0 is the representative from Lemma 2.8 and with 𝑒𝑗 ∈ {0, 1}. Then we set

𝐶 = 𝐶1 exp
⎛
⎜⎜⎜⎜⎝
𝑛−1
�
𝑗=1
|| log(𝜖𝑗)||∞

⎞
⎟⎟⎟⎟⎠

and our result follows from Lemma 2.8.

We now give a lemma that will allow us to use 𝑁(𝛼∗) as a bound for the
decay of Fourier coefficients.

Lemma 2.10. Let Ω ∗ = (𝛽1,⋯𝛽𝑛) be an integral basis of 𝒪 ∗. For 𝛼∗ ∈ 𝒪 ∗ let 𝛼̃∗ be
the representative from Corollary 2.9 and let 𝑚 = (𝑚1,⋯ ,𝑚𝑛) be the coefficients of 𝛼̃∗
in the basis Ω ∗. Then we have that

�
𝑚𝑖≠0

|𝑚𝑖| ≪ 𝑁(𝛼∗)

where the implied constant depends only on Ω ∗.

Proof. First note that 𝑁(𝛼∗) = 𝑁( ̃𝛼∗). Now let

𝐷∗ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

𝛽(1)1 ⋯ 𝛽(𝑛)1
⋮ ⋱ ⋮
𝛽(1)𝑛 ⋯ 𝛽(𝑛)𝑛

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

so 𝑚 = 𝐷∗𝛼̃∗. We then observe that

�
𝑚𝑖≠0

|𝑚𝑖| ≤ (||𝑚||∞)𝑛

and likewise
min
𝑖
{|(𝛼̃∗)(𝑖)|}𝑛 ≤ 𝑁(𝛼∗).

Now since 𝛼̃∗ = (𝐷∗)−1𝑚 we have that ||𝑚||∞ ≪ ||𝛼̃∗||∞ where the constant only
depends on the Eigenvalues of 𝐷∗. Thus we have for 𝑖 = 1,⋯ , 𝑛

𝐶−2𝑁(𝛼∗)1/𝑛 ≤ |(𝛼̃∗)(𝑖)| ≤ 𝐶2𝑁(𝛼∗)1/𝑛
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Thus we have that
�
𝑚𝑖≠0

|𝑚𝑖| ≪ |𝑁(𝛼∗)|

When 𝒪 = ℤ and thus 𝒪 ∗ = ℤ, the proof of equidistribution in [KK17]
requires the estimate (evident from Abel summation) that

�
𝑚∈ℤ
𝑚>𝑀

𝑚−𝑘 ≪𝑀1−𝑘.

We record here the generalization we will need of this:

Lemma 2.11. For 𝑘 > 1, we have the following bound:

�
|𝑁([𝛼∗])|>𝑀

|𝑁(𝛼∗)|−𝑘 = 𝑂(𝑀1−𝑘).

Proof. We begin with the function 𝜃(𝑚) = #{[𝛼] ∶ |𝑁(𝛼)| = 𝑚} and note that
|𝑁(𝛼)| = |𝒪 /(𝛼)| so 𝜃(𝑚) = #{(𝛼) ∶ |𝒪 /(𝛼)| = 𝑚}. Now recall the Dedekind zeta
function

𝜁𝐿(𝑠) = �
𝐼⊆𝒪

|𝒪 /𝐼|−𝑠

converges for ℜ(𝑠) > 1. If 𝒪 is a principal ideal domain then we have

𝜁𝐿(𝑠) = �
(𝛼)⊆𝒪

|𝒪 /(𝛼)|−𝑠 = �
𝑚∈ℕ

Θ(𝑚)𝑚−𝑠

however in general we have that

�
𝑚∈ℕ

Θ(𝑚)𝑚−𝑠 ≤ 𝜁𝐿(𝑠).

Regardless we have that the sum ∑
𝑚∈ℕΘ(𝑚)𝑚

−𝑠 converges for ℜ(𝑠) > 1 so the
Wiener-Ikahara Taubarian theorem tells us that

𝑚=𝑀
�
𝑚=0

𝜃(𝑚) = 𝑂(𝑀).

We then apply Abel summation and obtain

�
|𝑁([𝛼])|>𝑀

|𝑁(𝛼)|−𝑘 = �
𝑛>𝑀

𝜃(𝑛)𝑛−𝑘 = 𝑂(𝑀1−𝑘)

Recalling the constant 𝑚𝐿 defined in Lemma 2.7, we can conclude this proof by
noting

�
|𝑁([𝛼∗])|>𝑀

|𝑁(𝛼∗)|𝑘 = �
|𝑁([𝛼])|>𝑀(𝑚𝐿)−𝑛

[𝛼]∈𝐽

|𝑁(𝛼/𝑚𝐿)|𝑘 ≪ �
|𝑁([𝛼])|>𝑀

|𝑁(𝛼)|𝑘
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2.2 Hilbert Modular Group and Variety
As we associated the set 𝒪 to a lattice in ℝ𝑛 we can associate the set of matrices
𝑆𝐿2(𝒪 ) to a lattice inside 𝑆𝐿2(ℝ)𝑛 via the 𝑛 embeddings from 𝒪 → ℝ. We will

denote by ℍ the upper half plane ℍ = {𝑥 + 𝑖𝑦 ∶ 𝑦 > 0}. For 𝑔 = �
𝑎 𝑏
𝑐 𝑑 � ∈

𝑃𝑆𝐿2(ℝ)we have the action onℍ given by fractional linear transformation

𝑔 ⋅ 𝑧 ↦
𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑

. (2.5)

Wewill denote theHilbert modular group, 𝑃𝑆𝐿2(𝒪 ), by Γ. By applying the frac-
tional linear transform on each component, Γ acts on the 𝑛-fold Cartesian prod-
uct ofℍ,ℍ×⋯×ℍ. We will denote this spaceℍ𝑛. This action is irreducible in
the sense that if 𝛾 ∈ Γ acts as the identity in any component of (𝑧1,⋯ , 𝑧𝑛) ∈ ℍ𝑛

then 𝛾 is the identity. Furthermore, any irreducible, non-uniform lattice of
𝑃𝑆𝐿2(ℝ)𝑛 is conjugate to a group commensurable with aHilbert modular group
(see [Gee88] and [Efr87]). The quotient of this action Γ\ℍ𝑛 is called a Hilbert
modular variety. This generalizes the classical construction of the modular
curve 𝑆𝐿2(ℤ)\ℍ.

Recalling the unipotent, orthogonal, and diagonal subgroups of 𝑆𝐿2(ℝ), we
will let 𝑁, 𝐴, and 𝐾 represent the Cartesian products of these subgroups. So in
explicit coordinates we have

𝑁 = �𝑛𝑥 = ��
1 𝑥1
0 1 � ,⋯ , �

1 𝑥𝑛
0 1 �� ∶ 𝑥 ∈ ℝ𝑛�

𝐴 = �𝑎𝑦 = ��
𝑦1/21 0
0 𝑦−1/21

� ,⋯ , �
𝑦1/2𝑛 0
0 𝑦−1/2𝑛

�� ∶ 𝑦 ∈ (ℝ+)𝑛�

𝐾 = �𝑘𝜃 = ��
cos(𝜃1) sin(𝜃1)
− sin(𝜃1) cos(𝜃1) �

,⋯ , �
cos(𝜃𝑛) sin(𝜃𝑛)
− sin(𝜃𝑛) cos(𝜃𝑛) ��

∶ 𝜃 ∈ [0, 2𝜋)𝑛� .

(2.6)
We denote the element of 𝑁 with coordinates 𝑥 = (𝑥1,⋯𝑥𝑛) by 𝑛𝑥, and simi-
larly 𝑎𝑦 and 𝑘𝜃. The subgroups above are the subgroups for the Iwasawa de-
composition of 𝑆𝐿2(ℝ)𝑛 = 𝑁𝐴𝐾. The Haar measures, in these coordinates, is
𝑑𝑛 = 𝑑𝑥 = 𝑑𝑥1𝑑𝑥2⋯𝑑𝑥𝑛, 𝑑𝑎 = 𝑑𝑦/𝑁(𝑦) and 𝑑𝑘 = 𝑑𝜃. This gives us the volume
form on Γ\ℍ𝑛

𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

.

As with the classical identification of ℍ with the quotient 𝑃𝑆𝐿2(ℝ)/𝑆𝑂(2), we
can associateℍ𝑛 with 𝑃𝑆𝐿2(ℝ)𝑛/𝐾. If we associate 𝑔 ∈ 𝑃𝑆𝐿2(ℝ)𝑛 with the image
of (𝑖,⋯ , 𝑖) under the above action we get the explicit coordinates

𝑛𝑥𝑎𝑦𝑘𝜃 ↦ (𝑥1 + 𝑖𝑦1,⋯ , 𝑥𝑛 + 𝑖𝑦𝑛) ∈ ℍ𝑛.

With this association we can view a 𝐾-invariant functionΨ that is periodic with
respect to Γ as a function on Γ\ℍ𝑛. We will refer to these coordinates on Γ\𝐺/𝐾
as the Iwasawa coordinates.
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2.3 Eisenstein Series and Cuspidal Coordinates
Let ∼ be the relation on𝒪 2 given by (𝛼1, 𝛼2) ∼ (𝜆𝛼1, 𝜆𝛼2) for all 𝜆 ∈ 𝒪 \{0} and let
ℙ(𝒪 ) = 𝒪 2/ ∼. The fractional linear transform from (2.5) maps ℙ(𝒪 ) to itself.
A cusp is an orbit under this map, and these correspond to ideal classes in 𝒪
(see [Gee88]). The orbit of (1, 0), associated to the fundamental ideal class, we
call the cusp “at infinity” and denote by∞ = (∞,⋯ ,∞). We denote by Γ∞ ⊂ Γ
the stabilizer of ∞, which consist of upper triangular matrices in 𝑆𝐿2(𝒪 ) (see
[Efr87]). While the methods employed here are soft and do not rely on explicit
spectral decomposition, we will need to use some basic properties of the family
of automorphic Eisenstein series that that give us the continuous spectrum of
𝐿2(Γ\ℍ𝑛) (see [Efr87]). Recall that the Laplacian on 𝐿2(Γ\ℍ𝑛) is

Δ𝑗 = 𝑦2𝑗 �
𝜕2

𝜕𝑥2𝑖
+
𝜕2

𝜕𝑦2𝑖
� 𝑗 = 1,⋯ , 𝑛.

By an eigenfunction of this operator we mean a function which is a simultane-
ous eigenfunction of each Δ𝑖. Recall that for 𝐿 = ℚ we have

𝐸(𝑧, 𝑠) = �
𝛾∈Γ∞\Γ

𝑦(𝛾 ⋅ 𝑧)𝑠

which satisfies the eigenvalue relation Δ𝐸(𝑧, 𝑠) + 𝑠(𝑠 − 1)𝐸(𝑧, 𝑠) = 0. One could
construct a simultaneous eigenfunction of eachΔ𝑗 by simply taking the product
over each factor and obtain 𝐸(⃗𝑧, 𝑠⃗) = ∑

𝛾∈Γ∞\Γ
∏

𝑖 𝑦𝑖(𝛾 ⋅ 𝑧)
𝑠𝑖. However this is not

a function on Γ\ℍ𝑛 as it is not automorphic with the action of (𝐴 ∩ Γ) ⊂ Γ∞.
For the classical case where 𝐿 = ℚ, the diagonal matrices belonging to Γ are
trivial, but for a totally real 𝐿 of degree 𝑛, we have the non-trivial units giving
us an 𝑛 − 1 dimensional free ℤ-module structure to 𝐴 ∩ Γ (from theorem 2.4).
This essentially relates the values of the 𝑛 different 𝑠𝑖’s in the naive definition
by 𝑛 − 1 linear equations leaving us with a single complex variable in the end.
Before stating the proper definition for our Eisenstein series we will introduce
the Efrat’s “cuspidal” coordinates, which make it convenient to describe the
fundamental domain of (𝐴 ∩ Γ)\𝐴.

We recall the construction from [Efr87]. Let 𝜖1,⋯ , 𝜖𝑛−1 be a basis for𝑈, then
we have the coordinate transform matrix 𝑈 defined in (2.2) and the inverse

𝑈−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1/𝑛 ⋯ 1/𝑛
𝑒(1)1 ⋯ 𝑒(1)𝑛
⋮ ⋮

𝑒(𝑛−1)1 ⋯ 𝑒(𝑛−1)𝑛

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.7)

Then we can define our “cuspidal” coordinates on 𝐴 as the following

𝑌0 =�
𝑗
𝑦𝑗 = 𝑁(𝑦)

𝑌𝑘 =
1
2

𝑛
�
𝑗=1
𝑒(𝑘)𝑗 log 𝑦𝑗 𝑘 = 1,⋯ , 𝑛 − 1.
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We can express the standard 𝑦𝑖 coordinates in terms of the cuspidal coordinates
as follows:

𝑦𝑘 = 𝑌
1/𝑛
0

𝑛−1
�
𝑗=1
�𝜖(𝑘)𝑗 �

2𝑌𝑗 .

We will abuse notation slightly and let 𝑌 ∶ (ℝ+)𝑛 → (ℝ+)𝑛 also denote function
converting from the Iwasawa coordinates for 𝐴 to the cuspidal coordinates:

𝑌(𝑦) = (𝑁(𝑦),
1
2

𝑛
�
𝑗=1
𝑒(1)𝑗 log 𝑦𝑗,⋯ ,

1
2

𝑛
�
𝑗=1
𝑒(𝑛−1)𝑗 log 𝑦𝑗). (2.8)

The Haar measure on 𝐴 expressed in our various coordinate is as follows:

𝑑𝑎 =
𝑑𝑦
𝑁(𝑦)

=
𝑑𝑌
𝑌0
.

Under these coordinates the fundamental domain for the action of 𝐴 ∩ Γ on 𝐴
is the following (see [Efr87])

{(𝑌0,⋯𝑌𝑛−1)|𝑌0 ∈ (0,∞), (𝑌1,⋯ , 𝑌𝑛−1) ∈ [0, 1]𝑛−1}

It is also useful to make new coordinates for𝑁. Let 𝜔1, ...𝜔𝑛 be an integral basis
for 𝒪 then we define the matrix

𝐷 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

𝜔(1)1 ⋯ 𝜔(𝑛)1
⋮ ⋱ ⋮

𝜔(1)𝑛 ⋯ 𝜔(𝑛)𝑛

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (2.9)

We want to use the column vectors as a basis for our 𝑥𝑗 coordinates, so we let
𝑋 = (𝑋1,⋯ ,𝑋𝑛) = 𝐷−1𝑥. Then we have

𝑑𝑥 = det(𝐷)−1𝑑𝑋.

With respect to these coordinates, a fundamental domain of Γ∞\ℍ𝑛 can be ex-
pressed as

{(𝑋, 𝑌) ∈ ℝ2𝑛−1 × ℝ+ ∶ 𝑋 ∈ [0, 1]𝑛, 𝑌1,⋯𝑌𝑛−1 ∈ [0, 1], 𝑌0 ∈ ℝ+}.

The cuspidal coordinates make the formulation of Eisenstein series particularly
convenient. For each 𝑚 ∈ ℤ𝑛−1 we can define the series

𝐸(𝑧, 𝑠, 𝑚) ∶= �
𝛾∈Γ∞\Γ

𝑌0(𝛾𝑧)𝑠 exp
⎛
⎜⎜⎜⎜⎝2𝜋𝑖

𝑛−1
�
𝑞=1

𝑚𝑞𝑌𝑞(𝛾𝑧)
⎞
⎟⎟⎟⎟⎠ (2.10)

We now record a particularly useful identity for computing ⟨Ψ, 𝐸(⋅, 𝑠, 𝑚)⟩. We
define

𝑌′ = (𝑌1,⋯𝑌𝑛−1) (2.11)
and by a slight abuse of notation

𝑌′(𝑧) = (𝑌1(𝑧),⋯𝑌𝑛−1(𝑧)) (2.12)

(all the cuspidal coordinates except 𝑌0) to make the expression more compact.

13



Lemma 2.12. ForΨ ∶ Γ\ℍ𝑛 → ℂ of sufficiently fast decay,

⟨Ψ, 𝐸(⋅, 𝑠, 𝑚)⟩ = �
Γ∞\ℍ𝑛

Ψ(𝑧) 𝑌0(𝑧)𝑠 𝑒(⟨𝑚, 𝑌′(𝑧)⟩)
𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

Proof. This is simply a matter of unraveling the definition. Letting 𝐻 be a fun-
damental domain of Γ\ℍ𝑛 we have

⟨Ψ, 𝐸(⋅, 𝑠, 𝑚)⟩ = �
𝐻
Ψ(𝑧) 𝐸(𝑧, 𝑠, 𝑚)

𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

= �
𝐻
Ψ(𝑧) �

𝛾∈Γ∞\Γ
𝑌0(𝛾𝑧)𝑠𝑒

⎛
⎜⎜⎜⎜⎝
𝑛−1
�
𝑞=1

𝑚𝑞𝑌𝑞(𝛾𝑧)
⎞
⎟⎟⎟⎟⎠
𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

= �
𝛾∈Γ∞\Γ

�
𝐻
Ψ(𝑧)𝑌0(𝛾𝑧)𝑠𝑒

⎛
⎜⎜⎜⎜⎝
𝑛−1
�
𝑞=1

𝑚𝑞𝑌𝑞(𝛾𝑧)
⎞
⎟⎟⎟⎟⎠
𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

= �
Γ∞\ℍ𝑛

Ψ(𝑧) 𝑌0(𝑧)𝑠 𝑒(⟨𝑚, 𝑌′(𝑧)⟩)
𝑑𝑥 𝑑𝑦
𝑁(𝑦)2

.

From [Efr87] we have the following fact about the residues of the Eisenstein
series:

Lemma 2.13. For 𝑚 ≠ 0, 𝐸(𝑧, 𝑠, 𝑚) has no poles for ℜ(𝑠) > 1/2. For 𝑚 = 0 there is a

single, simple pole at 𝑠 = 1 and the residue is given by 2𝑛−1ℛ√𝒟
𝑣𝑜𝑙(Γ\ℍ𝑛) .

With Lemma 2.13 we can define the “regularized” Eisenstein series, 𝐸̃, in
the following way:

𝐸̃(𝑧, 𝑠, 𝑚) =

⎧⎪⎪⎨
⎪⎪⎩
𝐸(𝑧, 𝑠, 𝑚) − 2𝑛−1ℛ√𝒟

𝑣𝑜𝑙(Γ\ℍ𝑛)(𝑠−1) 𝑚 = 0
𝐸(𝑧, 𝑠, 𝑚) 𝑚 ≠ 0

(2.13)

and from Lemma 2.13 we have that 𝐸̃(𝑧, 𝑠, 𝑚) is regular at 𝑠 = 1 for each 𝑚.

2.4 Effective Mixing
As indicated in the introduction, a keypiece for our equidistribution result is the
effective decay of matrix coefficients. The decay of matrix coefficients has been
handled in more generality than we need for our results, see [Ven10] [Oh02]
[Rat87]. However, to get the precise statement for 𝑆𝐿2(ℝ)𝑛 in terms of Sobolev
norms, we follow the approach used byVenkatesh in [Ven10], where he showed
the result for the 𝑛 = 1 case.
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First we make explicit the definition of Sobolev norms that we will use. We
fix a basisℬ = 𝑋1,⋯ ,𝑋3𝑛 for the Lie algebra 𝔤 of 𝐺. Then for 𝑓 ∈ 𝐶∞(Γ\𝐺) we
define the 𝐿𝑝, order-𝑑 Sobolev norm of 𝑓 to be

𝑆𝑝,𝑑(𝑓) ∶= �
ord(𝒟 )≤𝑑

||𝒟𝑓||𝑝

where𝒟 ranges over monomials inℬ of order at most 𝑑. We begin by consider-
ing only functions 𝑓1 and 𝑓2 of finite 𝐾-type. The goal is to establish an effective
rate for smooth, compactly supported functions in 𝐿2(Γ\𝐺) orthogonal to a con-
stant function. The subscript𝑀 in what follows simply stands for “mixing.” We
will show the following.
Theorem 2.14. ForΨ, Φ ∈ 𝐶∞𝑐 (Γ\𝐺) such that each is orthogonal to a constant func-
tion and for 𝑎𝑦 defined in (2.6), there is a positive constant 𝜂𝑀 such that

|⟨𝑎𝑦 ∘ Φ,Ψ⟩| ≪ 𝑆2,𝑛(Ψ)𝑆2,𝑛(Φ)𝑁(𝑦)𝜂𝑀

To prove this, we follow the same path as Venkatesh in [Ven10] where he
did this for the 𝑛 = 1 case. From Oh ([Oh02]) we have the decay for finite 𝐾-
type functions expressed using the Harish-Chandra function Ξ𝐺, which we can
compute explicitly for 𝑎𝑦 as

Ξ𝑃𝑆𝐿2(ℝ)𝑛(𝑎𝑦) = �
𝜋

0
⋯�

𝜋

0
�
𝑖
(𝑦𝑖 cos2(𝜃𝑖) + 𝑦−1𝑖 sin2(𝜃𝑖))−1/2 𝑑𝜃1⋯𝑑𝜃𝑛

and which we can estimate as

Ξ𝑃𝑆𝐿2(ℝ)𝑛(𝑎𝑦) ≪�
𝑖
�𝑦𝑖 + 𝑦−1𝑖 �

−1/2
. (2.14)

Then from [Oh02] we have
Theorem 2.15 (Oh). Let (𝜋, 𝑉) be a representation of 𝑆𝐿2(ℝ)𝑛 with a strong spectral
gap and let 𝑓1, 𝑓2 ∈ 𝑉 be of finite 𝐾-type and orthogonal to a constant. Then there is a
constant 0 < Θ < 1 such that for all 𝑦 ∈ (ℝ+)𝑛

⟨𝜋(𝑎𝑦)𝑓1, 𝑓2⟩ ≪ (dim(𝐾𝑓1)dim(𝐾𝑓2))1/2 Ξ𝑃𝑆𝐿2(ℝ)𝑛(𝑎𝑦)
1−Θ.

From (2.14) we can make the crude estimate that Ξ𝑃𝑆𝐿2(ℝ)𝑛(𝑎𝑦) ≪ 𝑁(𝑦)1/2.
With𝑉 = 𝐿2(Γ\𝐺)we have an explicit bound available due to Blomer and Brum-
ley in [BB11], which gives us the estimate 𝜂𝑀 = 25/64 − 𝜀 for any 𝜀 > 0. What
remains to prove Theorem 2.14 is to replace the 𝐾-dimension with the Sobolev
norms. We follow the method of Venkatesh from [Ven10]. We expand the 𝑓𝑖
(assumed to be of finite 𝐾-type still) as a sum of elements that transform under
finite order elements of 𝐾: 𝑓 = ∑

𝑎∈ℤ𝑛 𝑓
(𝑎1,⋯,𝑎𝑛). Then we have that dim(𝜋(𝐾) ⋅

𝑓(𝑎)) = 1 so we have

�𝜋(𝑎𝑦) ⋅ 𝑓1, 𝑓2� ≪
⎛
⎜⎜⎜⎝�
𝑎∈ℤ𝑛

||𝑓(𝑎)1 ||2

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝ �
𝑎∈ℤ𝑛

||𝑓(𝑎)2 ||2

⎞
⎟⎟⎟⎠𝑁(𝑦)𝜂𝑀.

We then need to bound the sum∑
𝑎∈ℤ𝑛 ||𝑓

(𝑎)||2. Wewill use the following lemma.
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Lemma 2.16.
�
𝑎∈ℤ𝑛

||𝑓(𝑎)||2 ≪ ||𝑓||1/(𝑛+1)2 𝑆2,𝑛(𝑓)𝑛/(𝑛+1)

Proof. For𝑀 ∈ ℕ we have that

�
𝑎∈ℤ𝑛

||𝑓(𝑎)||2 = �
||𝑎||∞<𝑀

||𝑓(𝑎)||2 + �
||𝑎||∞≥𝑀

||𝑓(𝑎)||2
∏(1 + |𝑎𝑖|)
∏(1 + |𝑎𝑖|)

≪
⎛
⎜⎜⎜⎝�
𝑎∈ℤ𝑛

||𝑓(𝑎)||22

⎞
⎟⎟⎟⎠
1/2

𝑀𝑛/2 +
⎛
⎜⎜⎜⎝�
𝑎∈ℤ𝑛

||𝑓(𝑎)||22�(1 + |𝑎𝑖|)2
⎞
⎟⎟⎟⎠
1/2

𝑀−1/2.

We then let

𝑀 =
⎡
⎢⎢⎢⎢⎣

⎛
⎜⎜⎜⎝ �
𝑎∈ℤ𝑛

||𝑓(𝑎)||22

⎞
⎟⎟⎟⎠
−1 ⎛⎜⎜⎜⎝ �

𝑎∈ℤ𝑛
||𝑓(𝑎)||22�(1 + |𝑎𝑖|)2

⎞
⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎦

1
𝑛+1

and have our result upon noting that

𝑆2,𝑛(𝑓) ≪
⎛
⎜⎜⎜⎝�
𝑎∈ℤ𝑛

||𝑓(𝑎)||22�(1 + |𝑎𝑖|)2
⎞
⎟⎟⎟⎠
1/2

.

We have so far shown our desired result for 𝐾-finite functions. Then 2.14
follows for smooth 𝑓𝑖 by the density of 𝐾-finite functions.

2.5 Total Variation
In addition to Sobolev norms, which naturally require some degree of smooth-
ness, we will also make use of total variation. We record what we need in this
section, and refer the reader to [AFP00] for a thorough reference. We first re-
call the definition. For 𝐸 an open subset of ℝ𝑛, 𝐶1𝑐 (𝐸,ℝ𝑛) the set of 𝐶1 functions
from 𝐸 to ℝ𝑛 with compact support and 𝜓 ∈ 𝐶1𝑐 (𝐸) we let ||𝜙||∞ be the essential
supremum norm of the function ||𝜙||2 ∶ 𝐸 → ℝ. Then for 𝑓 ∈ 𝐿1(𝐸) the total
variation of 𝑓 is defined to be

Var(𝑓) ∶= sup
𝜙∈𝐶1𝑐 (𝐸)

��
𝐸
𝑓(𝑥)div(𝜙)(𝑥)𝑑𝑥 ∶ ||𝜙||∞ ≤ 1� .

If the function 𝑓 is smooth then the above definition coincides with the more
intuitive definition of Var(𝑓) = ∫

𝐸
|∇ (𝑓)|𝑑𝑥. Let 𝑌 ⊂ 𝐸 be a 𝑛 − 1 dimensional

manifold of finite volume, and suppose ∇𝑓 is defined on 𝐸\𝑌 but is discontin-
uous on 𝑌 with magnitude given by a function ℎ ∈ 𝐿1(𝑌). Then we have (from
[AFP00])

Var(𝑓) = �
𝐸\𝑌

|∇𝑓| 𝑑𝑥 +�
𝑌∩𝐸

|ℎ(𝑦)| 𝑑𝑦.
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In the process of proving equidistribution we will need the following construc-
tion. Letℬ𝛿 be a collection of disjoint boxes of side-length 𝛿 that cover 𝐸. We
define

𝑆𝐵,𝛿(𝑓) = �
𝐵∈ℬ𝛿

sup
𝑥1,𝑥2∈𝐵

{|𝑓(𝑥1) − 𝑓(𝑥2)|}𝛿𝑛−1

and we then have the following

Lemma 2.17.
𝑆𝐵,𝛿(𝑓) ≪ Var(𝑓).

Proof. Intuitively, we can view𝑆𝐵,𝛿 as aRiemann sumof the distributional deriva-
tive of 𝑓. Explicitly, we will let 𝜇𝑛 be the 𝑛-dimensional Lebesgue measure and
𝜇𝑛−1 the 𝑛 − 1 dimensional Lebesgue measure on 𝑌. We will begin by summing
over 𝐵 ∈ ℬ𝛿 such that 𝐵∩𝑌 = ∅. Over a 𝑛-dimensional box of side length 𝛿we
estimate the differences using the gradient of 𝑓. We have

max
𝑥1,𝑥2∈𝐵

{|𝑓(𝑥1) − 𝑓(𝑥2)|} ≤ max
𝑥∈𝐵

|∇𝑓(𝑥)|𝛿√𝑛.

Then we can view the sum of the valuemax𝑥∈𝐵 |∇𝑓(𝑥)|𝛿√𝑛 over the boxes as
an upper Riemann integral of the function |∇𝑓|. We then have

�
𝐵∩𝑌=∅

max
𝑥∈𝐵

|∇𝑓(𝑥)|𝛿𝑛 = �
𝐸\𝑌

|∇𝑓| 𝑑𝜇𝑛 + 𝑂(𝑆2,∞(𝑓)𝜇(𝐷)𝛿).

Then along 𝑌 we can view ∑
𝐵∩𝑌≠∅max𝑥1,𝑥2∈𝐵{|𝑓(𝑥1) − 𝑓(𝑥2)|}𝛿

𝑛−1 as a Riemann
integral of the magnitude of the discontinuity function ℎ, since #{𝐵 ∶ 𝐵 ∩ 𝑌 ≠
∅} ≍ |𝑌|𝛿𝑛−1. Thus we have

�
𝐵∩𝑌≠∅

max
𝑥1,𝑥2∈𝐵

{𝑓(𝑥1) − 𝑓(𝑥2)}𝛿𝑛−1 ≍ �
𝑌
|ℎ| 𝑑𝜇𝑛−1

so overall we have that

𝑆𝐵,𝛿 ≪�
𝐸\𝑌

|∇𝑓| 𝑑𝜇𝑛 +�
𝑌
|ℎ| 𝑑𝜇𝑛−1.

This corresponds precisely to the absolutely continuous and singular parts of
the total variation of 𝑓, with our function 𝑓 belonging to 𝑆𝐵Var(𝐸) given our
assumptions (see [AFP00]). Thus we can conclude that

𝑆𝐵,𝛿(𝑓) ≪ Var(𝑓).

In particular we can let 𝜒𝑌 be an indicator function for the set 𝑌with bound-
ary, 𝜕𝑌, a smoothly embedded 𝑛−1 dimensional manifold of finitely many con-
nected components. Then letting |𝜕𝑌| be the 𝑛 − 1 dimensional volume of the
boundary we have

𝑆𝐵,𝛿(𝜒𝐴) ≪ |𝜕𝑌| + 𝑂𝑌(𝛿). (2.15)
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Chapter 3

Equidistribution Results

In this chapter we state our equidistribution results in the explicit coordinates
defined inChapter 2. The integral over a generic translate is given by∫

𝐴Γ
Ψ(𝑎𝑔)𝑑𝑎

where 𝑔 ∈ 𝑆𝐿2(ℝ)𝑛 and 𝐴Γ is defined in (1.1). However, expressing elements
in the ANK decomposition, we have 𝑔 = 𝑎𝑦𝑛𝑥𝑘𝜃. Thus after changing coor-
dinates on 𝐴, a generic translate can be understood by analysis of the trans-
late by elements of 𝑁. In the Iwasawa coordinates, the translated orbit, 𝐴𝑛𝑇, is
given by (𝑇1𝑦1 + 𝑖𝑦1,⋯𝑇𝑛𝑦𝑛 + 𝑖𝑦𝑛) where 𝑦 ∈ (ℝ+)𝑛. As we will need to assume
𝑁(𝑇) ≠ 0, we can re-scale via the coordinate transform 𝑦𝑖 ↦ 𝑦𝑖/𝑇𝑖 giving us
(𝑦1 + 𝑖𝑦1/𝑇1,⋯ , 𝑦𝑛 + 𝑖𝑦𝑛/𝑇𝑛). For convenience we will let

𝑧𝑘(𝑦, 𝑇) = 𝑦𝑘 + 𝑖𝑦𝑘/𝑇𝑘 = 𝑦𝑘(1 + 𝑖/𝑇𝑘)

and, in cuspidal coordinates

𝑍𝑘(𝑌, 𝑇) = (1 + 𝑖/𝑇𝑘)𝑌
1/𝑛
0

𝑛−1
�
𝑗=1
�𝜖(𝑘)𝑗 �

2𝑌𝑗 .

For convenience, we will refer to the tuple in the following way

𝑍𝑇(𝑌) = (𝑍1(𝑌, 𝑇),⋯ ,𝑍𝑛(𝑌, 𝑇)).

Along these lines, we define the function 𝑍 to convert between the cuspidal
coordinates and the Iwasawa coordinates:

𝑍(𝑋, 𝑌) = (𝑥1 + 𝑖𝑦1,⋯ , 𝑥𝑛 + 𝑖𝑦𝑛) = 𝑥 + 𝑖𝑦

where 𝑥 = 𝑋𝐷 (𝐷 defined in (2.9)) and 𝑦𝑘 = 𝑌1/𝑛0 ∑𝑛−1
𝑗=1 �𝜖

(𝑘)
𝑗 �

2𝑌𝑗 as previously
described.
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3.1 Involutional Symmetry
For

𝜔 = ��
0 1
−1 0 � ,⋯ , �

0 1
−1 0 �� ∈ Γ

we have the involutional symmetry Ψ(𝜔𝑔) = Ψ(𝑔). We use this to reduce our
problem to one of a one-sided orbit. Under the action of𝜔wehave that𝑍𝑘(𝑌, 𝑇) ↦
−1/𝑍𝑘(𝑌, −𝑇). This can be realized via the following coordinate transformation:

𝑌0 ↦ 𝑌−10
𝑛
�
𝑗=1
(1 + 𝑇−2𝑗 )

𝑌𝑘 ↦ −𝑌𝑘 +
1
2

𝑛
�
𝑗=1
𝑒(𝑘)𝑗 log(1 + 𝑇−2𝑗 ).

Letting 𝐶 be a positive constant (to be determined) if we restrict 𝑌0 to the
ray [𝐶,∞) and apply the above coordinate transform we get:

�
∞

𝐶
�
𝐼𝑛−1

Ψ(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0

=�
𝐶−1∏𝑗(1+𝑇

−2
𝑗 )−1

0
�
𝐼𝑛−1

Ψ(⋯ ,−1/𝑍𝑘(𝑌, −𝑇),⋯)
𝑑𝑌
𝑌0

=�
𝐶−1∏𝑗(1+𝑇

−2
𝑗 )−1

0
�
𝐼𝑛−1

Ψ(𝑍−𝑇(𝑌))
𝑑𝑌
𝑌0
.

Then defining

𝐶(𝑇) =
𝑛
�
𝑖=1
(1 + 𝑇−2𝑖 )−1/2 (3.1)

we have

�
𝐴Γ
Ψ(𝑎 ⋅ 𝑛𝑇) 𝑑𝑎 = �

∞

𝐶(𝑇)
�
𝐼𝑛−1

Ψ(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0

+�
∞

𝐶(𝑇)
�
𝐼𝑛−1

Ψ(𝑍−𝑇(𝑌))
𝑑𝑌
𝑌0
. (3.2)

We will treat only the first integral explicitly but make no assumption on the
signs of the 𝑇𝑖. Thus we need to only consider the “one-sided” orbit where
𝑌0 ranges over [𝐶(𝑇),∞). We define now using these explicit coordinate the
measure that we will analyze:

𝜇𝑇(Ψ) = �
∞

𝐶(𝑇)
�
𝐼𝑛−1

Ψ(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0
. (3.3)

We can now state our equidistribution result in explicit coordinates, and define
the distribution 𝜇𝐸. Recall, ℛ and 𝒟 are defined in Definition 2.5 and 𝐸̃ is the
regularized Eisenstein series from (2.13). We then have
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Theorem 3.1. There exists a Sobolev type norm 𝑆𝔖 and a constant 𝜂 > 0 such that for
any 𝑇 = (𝑇1,⋯ , 𝑇𝑛) with 𝑁(𝑇) ≠ 0 and any 𝜀 > 0 we have

𝜇𝑇(Ψ) = 𝜇(Ψ)2𝑛−2ℛ√𝒟
𝑛
�
𝑗=1

log(1 + 𝑇2𝑗 ) + ⟨Ψ, 𝐸̃(⋅, 1, 0)⟩

+ 𝑂

⎛
⎜⎜⎜⎜⎜⎝𝑆𝔖(Ψ) �

|𝑇𝑗|≤1
|𝑇𝑗|

− 1
𝑛+1−𝜀 �

|𝑇𝑗|>1
|𝑇𝑗|−𝜂

⎞
⎟⎟⎟⎟⎟⎠ .

Then equation (3.2) alongwith Theorem 3.1 implies Theorem 1.1. To prove
Theorem 3.1wewill splitΨ into two parts, the part that gives us themain terms,
and the part that results in the error term. To do so we first decompose Ψ as a
Fourier series.

3.2 Fourier Decomposition
The action of the subgroup of Γ

𝑁 ∩ Γ = ��
1 𝑘
0 1 �� 𝑘 ∈ 𝒪�

on a function periodic in Γ gives periodicity in a (real 𝑛-dimensional) lattice in
the 𝑥 coordinates. Recall 𝒪 ∗ is the dual lattice of 𝒪, defined in (2.3). We thus
have the Fourier decomposition

Ψ(𝑥 + 𝑖𝑦) = �
𝛼∗∈𝒪 ∗

𝑎Ψ(𝛼∗; 𝑦)𝑒(⟨𝛼∗, 𝑥⟩)

and we can define

Ψ⟂(𝑥 + 𝑖𝑦) = �
𝛼∗≠0

𝑎Ψ(𝛼∗; 𝑦)𝑒(⟨𝛼∗, 𝑥⟩). (3.4)

We can now split 𝜇𝑇(Ψ) into a main term and error term:

𝜇𝑇(Ψ) = �
∞

𝐶(𝑇)
�
𝐼𝑛−1

𝑎Ψ(0; 𝑦)
𝑑𝑌
𝑌0�������������������������������

ℳ𝑇(Ψ)

+ �
∞

𝐶(𝑇)
�
𝐼𝑛−1

Ψ⟂(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0�����������������������������������

ℰ𝑇(Ψ)

. (3.5)

We than have the following two theorems. First the decay of ℰ𝑇(Ψ):

Theorem 3.2. With ℰ𝑇(Ψ) defined as above, there is a constant 𝜂 > 0 and a Sobolev
like norm𝒮𝔖 such that for all 𝑇 = (𝑇1,⋯ , 𝑇𝑛) with𝑁(𝑇) ≠ 0, and any 𝜀 > 0 we have

ℰ𝑇(Ψ) ≪ 𝑆𝔖(Ψ) �
|𝑇𝑗|≤1

|𝑇𝑗|
− 1
𝑛+1−𝜀 �

|𝑇𝑗|>1
|𝑇𝑗|−𝜂.

Secondly the equidistribution ofℳ𝑇(Ψ):
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Theorem 3.3. For all 𝑇 = (𝑇1,⋯ , 𝑇𝑛) we have

ℳ𝑇(Ψ) = 𝜇(Ψ)2𝑛−2ℛ√𝒟 log�
𝑗
(1 + 𝑇2𝑗 ) + ⟨Ψ, 𝐸̃(⋅, 1, 0)⟩ + 𝑂(�(1 + 𝑇2𝑗 )−1/4||Ψ||2)

Theorems 3.2 and 3.3 together with (3.5) imply Theorem 3.1.

3.3 Equidistribution of Partial Orbits
We can also achieve equidistribution by translating certain subsets of (𝐴∩Γ)\𝐴.
Let 𝐵 ⊂ 𝕋𝑛−1 be a set of non-zero measure |𝐵|, with a boundary 𝜕𝐵 a smooth
manifold of dimension 𝑛 − 2, with finitely many connected components and of
finitemeasure |𝜕𝐵|. When 𝑛 = 2 the situation is rather simple as these conditions
require 𝐵 to be a finite collection of intervals, and |𝛿𝐵| is just 2 times the number
of intervals. We can now define the measure that arises by restricting the orbit
we translate by the set 𝐵:

𝜇𝑇,𝐵(Ψ) =
1
|𝐵| �

∞

𝐶(𝑇)
�
𝐵
Ψ(𝑍𝑇(𝑌))

𝑑𝑦
𝑁(𝑦)

. (3.6)

For efficiency of notation we will let

𝑅(𝑇) = 2𝑛−2ℛ√𝒟 log�
𝑗
(1 + 𝑇2𝑗 )

and we have the following equidistribution of this restricted orbit:

Theorem 3.4. Under the same assumptions as Theorem 3.1 we have

𝜇𝑇,𝐵(Ψ) = 𝜇(Ψ)𝑅(𝑇)+⟨Ψ, 𝐸̃(⋅, 1, 0)⟩+𝑂

⎛
⎜⎜⎜⎜⎜⎝𝑆𝔖(Ψ) �

1 + |𝜕𝐵|
|𝐵| �

𝑛
𝑛+1

�
|𝑇𝑗|≤1

|𝑇𝑗|
− 1
𝑛+1−𝜀 �

|𝑇𝑗|>1
|𝑇𝑗|−𝜂

⎞
⎟⎟⎟⎟⎟⎠ .

Note that Theorem 3.4 allows the set 𝐵 to shrink sufficiently slowly as 𝑇
grows. With Theorem3.4 asmotivation,wewill actually show something slightly
more general. We introduce a function 𝜙 on𝐴 that is constant in 𝑌0, and so 𝜙 is
a function only of 𝑌′ (defined in (2.11)). We restrict 𝜙 to be of unit integral so

�
[0,1]𝑛−1

𝜙(𝑌′) 𝑑𝑌′ = 1. (3.7)

Explicitly let 𝜙̂ be a function on 𝕋𝑛−1 = [0, 1)𝑛−1 with ∫
𝕋𝑛−1

𝜙̂ = 1. We then can
define the function 𝜙 on Γ\ℍ𝑛 by taking 𝜙(𝑧) = 𝜙̂(𝑌1(𝑧),⋯ ,𝑌𝑛−1(𝑧)). Abusing
notation slightly, we will define norms on 𝜙 to be that norm on 𝜙̂. So we define

21



||𝜙||𝑝 to be ||𝜙̂||𝑝, and likewise define 𝑆𝑝,𝑑(𝜙) ∶= 𝑆𝑝,𝑑(𝜙̂) and by Var(𝜙) ∶= Var(𝜙̂).
We now define the measure which encompasses both 𝜇𝑇 and 𝜇𝑇,𝐵:

𝜇𝑇,𝜙(Ψ) = �
∞

𝐶(𝑇)
�

1

0
⋯�

1

0
Ψ(𝑍𝑇(𝑌))𝜙(𝑍𝑇(𝑌))

𝑑𝑌
𝑌0
. (3.8)

To reduce 𝜇𝑇,𝜙 to 𝜇𝑇,𝐵 we let
𝜙̂ = |𝐵|−1𝜒𝐵 (3.9)

where 𝜒𝐵 is the indicator function of the set 𝐵. To reduce to 𝜇𝑇 we take 𝜙 to be
identically 1. Then 3.4 will follow from the following generalizations of Theo-
rems 3.5 and 3.6 which generalize Theorems 3.2 and 3.3 respectively. We define

ℰ𝜙,𝑇(Ψ) = �
∞

𝐶(𝑇)
�
𝐼𝑛−1

Ψ⟂(𝑍𝑇(𝑌))𝜙(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0
.

We will now explicitly define our Sobolev type norms. We let

𝑆𝐷(Ψ, 𝜙) = ||Ψ||∞Var(𝜙) + ||𝜙||∞𝑆∞,1(Ψ) (3.10)

and using the constant 𝐶𝐹 defined in (4.13) we define

𝑆𝔖(Ψ, 𝜙) =
⎛
⎜⎜⎜⎜⎝||Ψ||

1− 1
2𝐶𝐹+1∞ 𝑆𝐹(Ψ)

1
2𝐶𝐹−1𝑆𝐷(Ψ, 𝜙)𝑛

⎞
⎟⎟⎟⎟⎠

1
𝑛+1

. (3.11)

Then we have the following decay of ℰ𝜙,𝑇(Ψ):

Theorem 3.5. For all 𝑇 such that 𝑁(𝑇) ≠ 0, there exists a constant 𝜂 > 0 such that
for any 𝜀 > 0 we have

ℰ𝜙,𝑇(Ψ) ≪ 𝑆𝔖(Ψ, 𝜙) �
|𝑇𝑗|≤1

|𝑇𝑗|
− 1
𝑛+1−𝜀 �

|𝑇𝑗|>1
|𝑇𝑗|−𝜂.

Similarly we define

ℳ𝜙,𝑇(Ψ) = �
∞

𝐶(𝑇)
�
𝐼𝑛−1

𝑎Ψ(0; 𝑦)𝜙(𝑌)
𝑑𝑌
𝑌0

and we have the following equidistribution:

Theorem 3.6.

ℳ𝜙,𝑇(Ψ) = 𝜇(Ψ)𝑅(𝑇) + ⟨Ψ, 𝐸̃(⋅, 1, 0)⟩ + 𝑂
⎛
⎜⎜⎜⎜⎝�

𝑗
(1 + 𝑇2𝑗 )−1/4||Ψ||2||𝜙||2

⎞
⎟⎟⎟⎟⎠ .

Note that the main term of ℳ𝜙,𝑇(Ψ) is independent of 𝜙 because we have
assumed 𝜙 is of unit integral in (3.7). By taking 𝜙 to be identically 1, Theorems
3.5 and 3.6 reduce to Theorems 3.2 and 3.3. Furthermore, to arrive at Theorem
3.4 we define 𝜙 as in (3.9) and we have from (2.15) that Var(𝜙) ≍ |𝜕𝐵|

|𝐵| and we
can compute directly that ||𝜙||2 = |𝐵|−1/2.
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Chapter 4

Decay of Fourier Coefficients

Toprove Theorem 3.5we first need to showdecay of the Fourier coefficients. For
𝛼∗ ∈ 𝒪 ∗ we can consider the set [𝛼∗] = {𝑢𝛼∗|𝑢 ∈ 𝑈}. Then for a smooth function
Ψwe can define the supremum of Fourier coefficients over the set [𝛼∗]:

̃𝑎Ψ([𝛼∗]; 𝑦) ∶= sup
𝑢∈𝑈

{|𝑎Ψ(𝑢𝛼∗; 𝑦)|}.

The goal of this section is then to prove the following decay of ̃𝑎Ψ; the subscript
𝐹 in what follows stands for “Fourier coefficients.”
Theorem 4.1. There exists positive constants 𝜂𝐹 and 𝐶𝐹 (depending on L) and a
Sobolev type norm 𝑆𝐹 such that uniformly for all 𝑦 ∈ (ℝ+)𝑛 and all 𝛼∗ ∈ 𝒪 ∗ we have

̃𝑎Ψ([𝛼∗], 𝑦) ≪ 𝑆𝐹(Ψ)𝑁(𝛼∗)𝐶𝐹𝑁(𝑦)𝜂𝐹.

Wewill prove Theorem 4.1 in several steps. Wewill first show decay relative
to a basis: letΩ = {𝜔1,⋯ ,𝜔𝑛} be a basis for𝒪 ∗ as aℤ-module. Wewill consider
this fixed and constants can implicitly depend on the choice of basis. We then
have
Theorem 4.2. Let 𝛼∗ ∈ 𝒪 ∗ and let (𝑚1,⋯ ,𝑚𝑛) ∈ ℤ𝑛 be theΩ-coefficients of 𝛼∗. Then
there exists constants 0 < 𝜂𝐹 < 1 and 𝐶𝐹 > 0 (depending on L) and a Sobolev type
norm 𝑆𝐹 such that

|𝑎Ψ(𝛼∗, 𝑦)| ≪ 𝑆𝐹(Ψ)𝑁(𝑦)𝜂𝐹 �
𝑚𝑖≠0

|𝑚𝑖|𝐶𝐹.

Theorem 4.1 will follow from Theorem 4.2 after establishing the following
lemma.
Lemma 4.3. For any 𝛼∗ ∈ 𝒪 ∗ and 𝑦 ∈ (ℝ+)𝑛 there exists some 𝑢 ∈ 𝑈 and some
𝑦′ ∈ (ℝ+)𝑛 such that

𝑁(𝑦′) = 𝑁(𝑦)
𝑎Ψ(𝛼∗; 𝑦) = 𝑎Ψ(𝑢2𝛼∗; 𝑦′)
�
𝑚𝑖≠0

|𝑚𝑖| ≪ |𝑁(𝛼∗)|
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where (𝑚1,⋯ ,𝑚𝑛) ∈ ℤ𝑛 are the Ω-coefficients of 𝑢2𝛼∗. The implied constant does not
depend on 𝛼∗.

Proof of Lemma 4.3. First we will show that for any 𝑢 ∈ 𝑈, 𝛼∗ ∈ 𝒪 ∗ we have

𝑎Ψ(𝑢2𝛼∗; 𝑦) = 𝑎Ψ(𝛼∗; 𝑦 ⋅ diag(𝑢2))

where

daig(𝛼) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝛼(1) 0 ⋯ 0
0 𝛼(2) ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ 𝛼(𝑛)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.1)

Let ℱ be a fundamental domain of the action of 𝑁 ∩ Γ on ℝ𝑛 (the action being
translation from (2.5)). By definition we have

𝑎Ψ(𝑢2𝛼∗; 𝑦) = �
ℱ
Ψ(𝑥 + 𝑖𝑦) 𝑒(−⟨𝑢2𝛼∗, 𝑥⟩) 𝑑𝑥.

We then make the change of variables 𝑥′ = 𝑥 ⋅ diag(𝑢2) and 𝑑𝑥′ = 𝑑𝑥 since
det(diag(𝑢2)) = 𝑁(𝑢2) = 1. We letℱ ′ be the transformed domain of integration
under this coordinate transform. While this new region of integration is not
necessarily the same as before it is still a fundamental domain of the 𝑁 ∩ Γ
action. We also will use the fact that 𝑎𝑢2 ∈ Γ so Ψ(𝑎𝑢2 ⋅ 𝑧) = Ψ(𝑧). Note that the
square is necessary as 𝑎𝑢 ∉ Γ if 𝑢 is not a square in 𝒪 (due to the square roots in
the definition of 𝑎𝑦 in (2.6)). Thus we have

𝑎Ψ(𝑢2𝛼∗; 𝑦) = �
ℱ ′
Ψ(𝑥′ ⋅ diag(𝑢−2) + 𝑖𝑦)) 𝑒(−⟨𝛼∗, 𝑥′⟩) 𝑑𝑥′

= �
ℱ ′
Ψ(𝑥′ + 𝑖𝑦 ⋅ diag(𝑢2))) 𝑒(−⟨𝛼∗, 𝑥′⟩) 𝑑𝑥′

= 𝑎Ψ(𝛼∗; 𝑦 ⋅ diag(𝑢2)).

We note that 𝑁(𝑦 ⋅ diag(𝑢2)) = 𝑁(𝑦). Letting 𝑚 be the Ω ∗-coefficients of 𝑢2𝛼∗,
using Corollary 2.9 and Lemma 2.10 we have that there is a 𝑢 ∈ 𝑈 such that
∏

𝑚𝑖≠0
|𝑚𝑖| ≪ |𝑁(𝛼∗)|.

Combining Lemma 4.3 with Theorem 4.2 we obtain for all 𝑢 ∈ 𝑈 the bound

𝑎Ψ(𝑢𝛼∗; 𝑦) ≪ 𝑆𝐹(Ψ)𝑁(𝑦)𝜂𝐹𝑁(𝛼∗)𝐶𝐹

with the implied constant not depending on 𝑢 or 𝛼∗. Thus the bound holds
also for ̃𝑎Ψ([𝛼∗], 𝑦). Thus all that remains to prove Theorem 4.1 is the proof of
Theorem 4.2, to provewhichwewill first need the equidistribution of low-lying
“horocyclic patches”, given below.
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4.1 Equidistribution of horocyclic patches
We now show the effective equidistribution of low-lying horocyclic patches. A
“horocyclic patch” is defined in the following way. Let 𝑃 ⊂ ℝ𝑛 be a compact
rectangular subset. That is, up to a linear change of coordinates, 𝑃 is a product
of intervals: 𝑃 = 𝐼1 ×⋯ × 𝐼𝑛. We can construct the horocyclic patch 𝑃(𝑦) ⊂ ℍ𝑛

by
𝑃(𝑦) = {𝑥 + 𝑖𝑦 ∈ ℍ𝑛 ∶ 𝑥 ∈ 𝑃}.

We let |𝑃| be the volume of the set 𝑃. In what follows the subscript 𝐻 stands for
“horocyclic.” We have the following lemma.

Lemma 4.4. There exist positive constants 𝜂𝐻 and 𝐶𝐻, both functions of Γ, such that
for all 𝑦 ∈ (ℝ+)𝑛

1
|𝑃| �𝑃(𝑦)

Ψ(𝑥 + 𝑖𝑦) 𝑑𝑥 = �
Γ\ℍ𝑛

Ψ 𝑑𝑔 + 𝑂 �𝑆𝐻(Ψ) ⋅ |𝑃|−𝐶𝐻 ⋅ 𝑁(𝑦)𝜂𝐻� (4.2)

Proof. We begin by noting that the bound is trivial as 𝑁(𝑦) → ∞, so we can
assume 𝑁(𝑦) is bounded away from ∞. Furthermore, for any 𝑢 ∈ 𝑈 we have
thatΨ(𝑎𝑢2𝑧) = Ψ(𝑧), which, as in the proof of Lemma 4.3, gives use the following
symmetry:

1
|𝑃| �𝑃(𝑦)

Ψ(𝑥 + 𝑖𝑦) 𝑑𝑥 =
1
|𝑃| �𝑃(𝑦)

Ψ(𝑥 ⋅ diag(𝑢2) + 𝑖𝑦 ⋅ diag(𝑢2)) 𝑑𝑥

=
1
|𝑃| �𝑃(𝑦)⋅diag(𝑢2)

Ψ(𝑥 + 𝑖𝑦 ⋅ diag(𝑢2)) 𝑑𝑥
(4.3)

where the final equality uses the fact that |det(diag(𝑢2))| = 1. The set 𝑃(𝑦) ⋅
diag(𝑢2) is also a rectangular set of volume |𝑃|, so we can assume that each 𝑦𝑖
is bounded above. We begin by constructing a smoothed indicator function
of 𝑃(𝑦): let 𝜌 ∶ ℝ → ℝ be a smooth, non-negative function with support on
(−1/2, 1/2) and ∫

ℝ
𝜌(𝑥)𝑑𝑥 = 1. For the positive real parameter 𝛿 we will define

𝜌𝛿(𝑥) =
1
𝛿𝜌(𝑥/𝛿). We can then define the function 𝜌̃𝛿 ∶ ℝ𝑛 → ℝ by

𝜌̃𝛿(𝑥) = 𝜌𝛿

⎛
⎜⎜⎜⎜⎝
�
�
𝑗
𝑥2𝑗

⎞
⎟⎟⎟⎟⎠ .

We are now ready to define a smooth indicator function. We will use the 𝑁𝐴𝑁̄
decomposition on each factor as our coordinates, where 𝑁̄ consists of the lower
triangular unipotent matrices. This gives us the coordinates

𝑛𝑥𝑎𝑡𝑛̄𝑥̄ = �
1 𝑥
0 1 � ⋅ �

𝑡1/2 0
0 𝑡−1/2 � ⋅ �

1 0
𝑥̄ 1 �
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in each component near the identity. Letting 𝟙𝑃 be the indicator function for
the set 𝑃 ⊂ ℝ𝑛, we can define the smoothed indicator function, 𝜉𝛿 on 𝐺:

𝜉𝛿(𝑔) = 𝑐
𝑛
�
𝑗=1

𝜌𝛿(log(𝑡𝑗)) ⋅
𝑛
�
𝑗=1

𝜌𝛿(𝑥̄𝑗) ⋅ �𝜌̃𝛿 ⋆
1
|𝑃|
𝟙𝑃� (𝑥)

where 𝑐 is a constant sowe have∫
𝐺
𝜉𝛿 = 1 (independent of𝑃). As 𝜉𝛿 has compact

support we can automorphize 𝜉𝛿 by summing over Γ to get

Ξ𝛿(𝑔) = �
𝛾∈Γ

𝜉𝛿(𝛾𝑔).

Then we can estimate 𝑆∞,𝑛(Ξ𝛿) ≪ 𝛿−𝑛−1|𝑃|−1 and the volume of the support can
be estimated as |𝑃|𝛿𝑛. We can then estimate 𝑆𝑛,2(Ξ𝛿) ≪ �𝑆∞,𝑛(Ξ𝛿)2|𝑃|𝛿𝑛 and we
have

𝑆2,𝑛(Ξ𝛿) ≪ 𝛿−𝑛/2−1|𝑃|−1/2. (4.4)

By applying Theorem 2.14, we obtain

𝒞 = ⟨𝑎(𝑦) ∘ Ψ,Ξ𝛿⟩ = �
Γ\𝐺

Ψ 𝑑𝑔 + 𝑂(𝑆2,𝑛(Ψ)𝛿−𝑛/2−1|𝑃|−1/2𝑁(𝑦)𝜂𝑀). (4.5)

We can also directly compare the matrix coefficient with the integral over 𝑃(𝑦).
As 𝑛̄𝑥̄𝑎𝑦 = 𝑎𝑦𝑛̄𝑦𝑥̄, we have that 𝒞 is bounded by the average of Ψ over a 𝛿-
thickened indicator of 𝑃(𝑦). Thus we can estimate 𝒞 in the following way:

𝒞 =
1
|𝑃| �𝑃(𝑦)

Ψ(𝑥 + 𝑖𝑦) 𝑑𝑥 + 𝑂(𝛿𝑆∞,1(Ψ)). (4.6)

Now, letting

𝛿 = �|𝑃|−1/2𝑆∞,1(Ψ)−1𝑆2,𝑛(Ψ)𝑁(𝑦)𝜂𝑀�
2
𝑛+4

we then combine (4.5) and (4.6) and obtain Lemma 4.4 with

𝑆𝐻(Ψ) = 𝑆∞,1(Ψ)
𝑛+2
𝑛+4𝑆2,𝑛(Ψ)

1
2𝑛+1

𝜂𝐻 =
2𝜂𝑀
𝑛 + 4

𝐶𝐻 =
1

𝑛 + 4
.

(4.7)

4.2 Proof of Theorem 4.2
We are now ready to prove the decay relative to a basis:
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Proof of theorem 4.2. We begin by applying the coordinate transform defined by
thematrix𝐷 given in (2.9): we let𝑋 = (𝑋1,⋯ ,𝑋𝑛) = 𝐷−1𝑥. In these coordinates
the action of 𝑁 ∩Γ is that of unit translation in each coordinate direction. Then
for 𝛼∗ ∈ 𝒪 ∗ and 𝑚 = 𝐷−1((𝛼∗)(1),⋯ , (𝛼∗)(𝑛)) ∈ ℤ𝑛 we have

𝑎Ψ(𝛼∗; 𝑦) = 𝑎Ψ(𝐷𝑚; 𝑦) =
1

det(𝐷) �𝐼𝑛
Ψ(𝑥 + 𝑖𝑦)𝑒(−⟨𝑚,𝑋⟩)𝑑𝑋.

We will begin by discretizing our space along each 𝑋𝑖 direction that corre-
sponds to a non-zero 𝑚𝑖. We will divide each such axis into 𝐽𝑖 ∈ ℕ equal seg-
ments bounded by the points 𝑋𝑗𝑖𝑖 = 𝑗𝑖/𝐽𝑗 where 𝑗𝑖 ∈ {0, 𝐽𝑖}. If 𝑚𝑖 = 0 then we take
𝐽𝑖 = 1. Then we can re-write our integral as a sum of integrals over the patches
defined by this descretization. Let 𝑃(𝑗1,⋯,𝑗𝑛) be the patch [(𝑗1 − 1)/𝐽1, 𝑗1/𝐽1] × ⋯ ×
[(𝑗𝑛 − 1)/𝐽𝑛, 𝑗𝑛/𝐽𝑛] then we have

𝑎Ψ(𝐷𝑚; 𝑦) =
1
|𝐷|

(𝐽1,⋯,𝐽𝑛)
�

(𝑗1,⋯𝑗𝑛)=(1,⋯,1)
�
𝑃(𝑗1,⋯,𝑗𝑛)

Ψ(𝐷𝑋 + 𝑖𝑦) 𝑒(−
𝑛
�
𝑖=1
𝑚𝑖𝑋𝑖) 𝑑𝑋. (4.8)

Within each patch we can estimate

𝑒(−
𝑛
�
𝑖=1
𝑚𝑖𝑋𝑖) = 𝑒(−

𝑛
�
𝑖=1
𝑚𝑖
𝑗𝑖
𝐽𝑖
) + 𝑂(

𝑛
�
𝑖=1

𝑚𝑖
𝐽𝑖
).

The term 𝑒(−∑𝑛
𝑖=1𝑚𝑖

𝑗𝑛
𝐽𝑛
) is constant inside the integrals so we re-factor (4.8) to

obtain

�
(𝑗1,⋯,𝑗𝑛)

𝑒(−
𝑛
�
𝑖=1
𝑚𝑖
𝑗𝑛
𝐽𝑛
)�

𝑃(𝑗1,⋯,𝑗𝑛)
Ψ(𝐷𝑋 + 𝑖𝑦) 𝑑𝑋

+ 𝑂
⎛
⎜⎜⎜⎜⎝ �
(𝑗1,⋯,𝑗𝑛)

�
𝑃(𝑗1,⋯,𝑗𝑛)

|Ψ(𝐷𝑋 + 𝑖𝑦)|
𝑛
�
𝑖=1

𝑚𝑖
𝐽𝑖
𝑑𝑋
⎞
⎟⎟⎟⎟⎠ .

(4.9)

The error term of (4.9) can be recombined into a single integral and then simply
bounded by

�
𝐼𝑛
|Ψ(𝑥 + 𝑖𝑦)| ⋅ (

𝑛
�
𝑖=1

𝑚𝑖
𝐽𝑖
) 𝑑𝑋 ≪ ||Ψ||∞(

𝑛
�
𝑖=1

𝑚𝑖
𝐽𝑖
). (4.10)

We then use Lemma 4.4 to estimate the main term of (4.9). The volume of al
the 𝑃(𝑗1,⋯,𝑗𝑛) is (𝐽1 ⋅ 𝐽2⋯𝐽𝑛)−1 so we have

�
𝑃(𝑗1,⋯,𝑗𝑛)

Ψ(𝑥 + 𝑖𝑦) 𝑑𝑋 = |𝑃|�
Γ\ℍ𝑛

Ψ(⃗𝑧) 𝑑𝜇 + 𝑂 �𝑆𝐻(Ψ)𝑁(𝐽)𝐶𝐻−1𝑁(𝑦)𝜂𝐻� . (4.11)

Now ∑𝑒(−∑𝑛
𝑖=1𝑚𝑖𝑋

𝑗𝑖
𝑖 ) = 0 since the sum is over roots of unity. Thus only the

error term of (4.11) is left and together with (4.10) we obtain

|𝑎Ψ(𝐷𝑚; 𝑦)| ≪ 𝑆𝐻(Ψ)𝑁(𝐽)𝐶𝐻𝑁(𝑦)𝜂𝐻 + ||Ψ||∞(
𝑛
�
𝑖=1

𝑚𝑖
𝐽𝑖
). (4.12)
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What remains is to determine the values of the 𝐽𝑖. For 𝑚𝑗 ≠ 0 we let

𝐽𝑗 = �𝑚𝑗

⎛
⎜⎜⎜⎜⎝

𝑛
�
𝑚𝑖≠0

|𝑚𝑖|−𝐶𝐻 ⋅ 𝑁(𝑦)𝜂𝐻 ⋅ ||Ψ||∞ ⋅ 𝑆𝐻(Ψ)−1
⎞
⎟⎟⎟⎟⎠

1
1+𝑛𝐶𝐻

�

and 𝐽𝑗 = 1 otherwise. Putting these choices for 𝐽𝑖 into (4.12) we have

|𝑎Ψ(𝐷𝑚; 𝑦)| ≪ 𝑆𝐹(Ψ) �𝑁(𝑦)�
𝜂𝐹
⎛
⎜⎜⎜⎜⎝

𝑛
�
𝑚𝑖≠0

𝑚𝑖

⎞
⎟⎟⎟⎟⎠

𝐶𝐹

with

𝑆𝐹(Ψ) = ||Ψ||

𝑛𝐶𝐻
1 + 𝑛𝐶𝐻∞ 𝑆𝐻(Ψ)

1
1 + 𝑛𝐶𝐻

𝜂𝐹 =
𝜂𝐻

1 + 𝑛𝐶𝐻

𝐶𝐹 =
𝐶𝐻

1 + 𝑛𝐶𝐻

(4.13)

and this concludes the proof of Theorem 4.1.
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Chapter 5

Proof of Equidistribution

5.1 Proof of Theorem 3.5
This proof will proceed in two major parts, first we will use the Fourier decom-
position of Ψ to write ℰ𝜙,𝑇(Ψ) in terms of the Fourier coefficients ̃𝑎, then we
will use the decay of Fourier coefficients to finish the proof. Before we begin we
need some setup. We will be approximating regions of 𝐴 as the union of small
rectangular sets. We will do this in explicit coordinates, so we let 𝑟 ∈ ℕ𝑛 and
define the rectangular region

𝐵(𝑟) ∶= {𝑦 ∈ (ℝ+)𝑛 ∶ 𝑦𝑖 ∈ [𝑟𝑖, 𝑟𝑖 + 1], 𝑖 ∈ {1, 𝑛}}.

We want to shrink these regions as necessary so for 0 < 𝛿 < 1 we consider the
sets 𝛿𝐵(𝑟) = {𝛿−1𝑦 ∈ 𝐵(𝑟) ∶ 𝑦 ∈ (ℝ+)𝑛} and note that “smallest” value in this
rectangular region is 𝛿𝑟 = (𝛿𝑟1,⋯ , 𝛿𝑟𝑛). We will then integrate over regions of
𝐴 by summing over integrals over these rectangular sets that intersect with the
region of interest. Before doing that we record a useful estimate.

Lemma 5.1. For any non-zero 𝛼∗ ∈ 𝒪 ∗, and 𝛿𝑟 bounded away from 0, we have

�
𝑢∈𝑈

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗⟩)
𝑑𝑦
𝑁(𝑦)

≪ 𝑁(𝛼∗)−1 log(|𝑁(𝛼∗)|)𝑛−1. (5.1)

Before proving this we note that a more delicate bound could be had by
allowing dependence on 𝛿. However, the nontrivial complication this adds later
on does not change the factor of 𝑁(𝛼∗)−1, which is the consequential aspect of
this estimate.

Proof of Lemma 5.1. We first observe that for any 1 > 𝛿 > 0, 𝑚 ∈ ℝ and 𝑥0
bounded away from 0 and∞we have crudely that

�
𝑥0(1+𝛿)

𝑥0
𝑒(𝑚𝑥)

𝑑𝑥
𝑥
≪ min{|𝑚|−1, 1}. (5.2)
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Again, amore delicate boundwould be replace 1with 𝛿, however this adds non-
trivial complication to the following computations and doesn’t yield ameaning-
ful improvement to our estimations. We then apply (5.2) to each of the iterated
integrals of the integral over 𝛿𝐵(𝑟):

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗⟩)
𝑑𝑦
𝑁(𝑦)

=
𝑛
�
𝑗=1

�
(𝑟𝑗+1)𝛿

𝑟𝑗𝛿
𝑒 �𝑦𝑗(𝛼∗)(𝑗)𝑢(𝑗)�

𝑑𝑦𝑗
𝑦𝑗
. (5.3)

We will be somewhat crude in our application of (5.2) and either estimate each
integral as 𝑂(|(𝛼∗)(𝑖)|−1), giving us the final estimate of 𝑂(𝑁(𝛼∗)−1), or estimate
all but one of them as𝑂(1), giving us the final estimate of𝑂(||𝑢𝛼∗||−1∞ ). This gives
us the following:

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗⟩)
𝑑𝑦
𝑁(𝑦)

≪ min{𝑁(𝛼∗)−1, ||𝑢𝛼∗||−1∞ }. (5.4)

As we will be summing over all 𝑢 ∈ 𝑈 we can assume without loss of general-
ity that 𝛼∗ = 𝛼∗0, the representative of [𝛼∗] from Lemma 2.8. We then split the
sum over 𝑈 into two parts: a finite sum over 𝑢 for which || log 𝑢||∞ ≤ 𝑅 and an
infinite sum over 𝑢 for which || log 𝑢||∞ > 𝑅, where 𝑅 is some constant that will
be decided later. Then the left hand side of (5.1) can be written as

�
|| log 𝑢||∞≤𝑅

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗0⟩)
𝑑𝑦
𝑁(𝑦)

+ �
|| log 𝑢||∞>𝑅

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗0⟩)
𝑑𝑦
𝑁(𝑦)

. (5.5)

For the sum over || log 𝑢||∞ ≤ 𝑅 we bound the integral by 𝑁(𝛼∗)−1 and obtain

�
|| log 𝑢||∞<𝑅

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗0⟩)
𝑑𝑦
𝑁(𝑦)

≪ 𝑅𝑛−1𝑁(𝛼∗)−1 (5.6)

where the𝑅𝑛−1 comes from the volume of the region ||⋅ ||∞ ≤ 𝑅 in the hyperplane
of units.

For the second sum in (5.5) we bound the integral by ||𝑢𝛼∗0||−1∞ . By Lemma
2.8 we have that |(𝛼∗0)(𝑖)| ≫ 𝑁(𝛼)1/𝑛 for each (𝛼∗0)(𝑖). Additionally we note that if
|| log 𝑢||∞ = 𝑟 then max𝑖{log |𝑢(𝑖)|} ≥ 𝑟/(𝑛 − 1) and together we have that

||𝑢𝛼∗0||−1∞ ≤ 𝑒−𝑟/(𝑛−1)𝑁(𝛼∗0)−1/𝑛. (5.7)

Then we apply (5.7) to the second sum of (5.5) and we have

�
|| log 𝑢||∞>𝑅

�
𝛿𝐵(𝑟)

𝑒(⟨𝑦, 𝑢𝛼∗0⟩)
𝑑𝑦
𝑁(𝑦)

≪ �
|| log 𝑢||∞>𝑅

exp(−|| log 𝑢||∞/(𝑛 − 1))|𝑁(𝛼∗)|−1/𝑛

≪ |𝑁(𝛼∗)|−1/𝑛�
𝑟>𝑅

𝑟𝑛−1 exp(−𝑟/(𝑛 − 1))

≪ |𝑁(𝛼∗)|−1/𝑛�
∞

𝑅
𝑟𝑛−1 exp(−𝑟/(𝑛 − 1)) 𝑑𝑟

≪ |𝑁(𝛼∗)|−1/𝑛𝑅𝑛−1 exp(−𝑅/(𝑛 − 1)).
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By setting 𝑅 = (𝑛 − 1)2 log(|𝑁(𝛼∗)|1/𝑛) we get our desired result. Note that in the
case that 𝑛 = 1, there is no sum as there is no free part to the group of units so
Lemma 5.1 is true simply from (5.2).

Expressed in the cuspidal coordinates, the region of integration of 𝜇𝑇,𝜙 is

{𝑌 ∈ (ℝ+)𝑛 ∶ 𝑌0 ∈ [𝐶(𝑇),∞), 𝑌𝑗 ∈ [0, 1] when 𝑗 ≠ 0}

(with 𝐶(𝑇) defined in (3.1)). Noting that 𝐶(𝑇) < 1, we will define the following
subset of this region

𝐻 = {𝑌 ∈ (ℝ+)𝑛 ∶ 𝑌0 ∈ [1, 2], 𝑌𝑗 ∈ [0, 1] when 𝑗 ≠ 0}

and define
ℬ(𝐻, 𝛿) ∶= {𝑟 ∈ ℤ𝑛 ∶ 𝑌(𝛿𝐵(𝑟)) ∩ 𝐻 ≠ ∅} (5.8)

where 𝑌 ∶ (ℝ+)𝑛 → (ℝ+)𝑛 is the coordinate conversion function defined in (2.8).

5.1.1 Using Fourier Decomposition
We will make use of the following abuse of notation: for two 𝑛-tuples 𝑥 =
(𝑥1,⋯ , 𝑥𝑛) and 𝑇 = (𝑇1,⋯ , 𝑇𝑛)wewill write 𝑥/𝑇 = (𝑥1/𝑇1,⋯𝑥𝑛/𝑇𝑛). We are now
ready to show the following Lemma, which is the first step of proving Theorem
3.5.

Lemma 5.2. Let 𝑆𝐷(Ψ, 𝜙) = ||Ψ||∞Var(𝜙) + ||𝜙||∞𝑆∞,1(Ψ) + ||Ψ ⋅ 𝜙||∞. Then for 𝛿𝑘
decaying sufficiently fast with 𝑘 we have

ℰ𝜙,𝑇(Ψ) ≪
∞
�

𝑘=⌊log2(𝐶(𝑇))⌋
�𝛿𝑘𝑆𝐷(Ψ, 𝜙)+

2−𝑘𝑘𝑛−1 �
𝑟∈ℬ (𝐻,𝛿𝑘)

�
[𝛼∗]≠0

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1�

Proof of Lemma 5.2. We begin by subdividing [𝐶(𝑡),∞) into dyadic intervals in
the following way:

ℰ𝜙,𝑇(Ψ) =
∞
�

𝑘=⌊log2(𝐶)⌋
�

2𝑘+1

2𝑘
�
𝐼𝑛−1

Ψ⟂(𝑍𝑇(𝑌))𝜙(𝑍𝑇(𝑌))
𝑑𝑌
𝑌0
.

We then apply the change of variables 𝑦𝑖 ↦ 𝑦𝑖2𝑘/𝑛, which corresponds to 𝑌0 ↦
2𝑘𝑌0 and 𝑌𝑖 ↦ 𝑌𝑖 (stays fixed) for 𝑖 = 1,⋯ , 𝑛 − 1. We adapt the notation 𝑍𝑇(𝑌)
to make this easier to express: we define

𝑍𝑘𝑇(𝑌) = 𝑍𝑇(2𝑘𝑌0, 𝑌1,⋯ , 𝑌𝑛−1).
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Likewise, for using the Iwasawa coordinates we let

𝑧𝑘𝑇(𝑦) = 2𝑘/𝑛𝑧𝑇(𝑦)

and we have

ℰ𝜙,𝑇(Ψ) =
∞
�

𝑘=⌊log2(𝐶(𝑇))⌋
�

2

1
�
𝐼𝑛−1

Ψ⟂(𝑍𝑘𝑇(𝑌))𝜙(𝑍𝑘𝑇(𝑌))
𝑑𝑌
𝑌0
. (5.9)

Wewill replace the region𝐻 by the union of the boxes 𝛿𝑘𝐵(𝑟)where 𝑟 ∈ ℬ (𝐻, 𝛿𝑘).
Doing so introduces some error. This error can be bounded by the error intro-
duced by expanding 𝐻 by 𝛿𝑘 in all directions, which in turn can bounded by
𝛿𝑘 ||Ψ ⋅ 𝜙||∞. We have:

�
𝐻
Ψ⟂(𝑍𝑘𝑇(𝑌))𝜙(𝑍𝑘𝑇(𝑌))

𝑑𝑌
𝑌0

= �
𝑟∈ℬ (𝐻,𝛿𝑘)

�
𝛿𝑘𝐵(𝑟)

Ψ⟂(𝑧𝑘𝑇(𝑦))𝜙(𝑧𝑘𝑇(𝑦))
𝑑𝑦
𝑁(𝑦)

+ 𝑂(𝛿𝑘||Ψ ⋅ 𝜙||∞).
(5.10)

We will first focus on

ℰ ′
𝑘 = �

𝑟∈ℬ (𝐻,𝛿𝑘)
�
𝛿𝑘𝐵(𝑟)

Ψ⟂(𝑧𝑘𝑇(𝑦))𝜙(𝑧𝑘𝑇(𝑦))
𝑑𝑦
𝑁(𝑦)

. (5.11)

We make the approximation that the imaginary part if 𝑧𝑘𝑇(𝑦) is constant within
each 𝛿𝑘𝐵(𝑟). So for 𝑦 ∈ 𝛿𝑘𝐵(𝑟), instead of evaluating our functions at

𝑧𝑘𝑇(𝑦) = 2𝑘/𝑛(⋯ , 𝑦𝑗 + 𝑖𝑦𝑗/𝑇𝑗,⋯)

we keep the imaginary part constant at the value 𝛿𝑘𝑟 and evaluate them at

𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘) ∶= 2𝑘/𝑛(⋯ , 𝑦𝑗 + 𝑖𝛿𝑘𝑟𝑗/𝑇𝑗,⋯).

ForΨwe make the estimate that for 𝑦 ∈ 𝛿𝑘𝐵(𝑟)

Ψ(𝑧𝑘𝑇(𝑦)) = Ψ(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘)) + 𝑂(𝑆∞,1(Ψ)𝛿𝑘).

For 𝜙we will be a little less crude and make the following estimation:

|𝜙(𝑧𝑘𝑇(𝑦))| ≤ |𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))| + sup
𝑦∈𝛿𝑘𝐵(𝑟)

|𝜙(𝑧𝑘𝑇(𝑦)) − 𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))|.

For the sake of being concise we will denote

𝐷𝛿𝑘𝐵(𝑟)(𝜙, 𝑘, 𝑇) = sup
𝑦∈𝛿𝑘𝐵(𝑟)

|𝜙(𝑧𝑘𝑇(𝑦)) − 𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))|. (5.12)

Then we can estimate the productΨ ⋅ 𝜙 in the following way:

Ψ(𝑧𝑘,𝑇(𝑦))𝜙(𝑧𝑘,𝑇(𝑦)) =Ψ(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))
+ 𝑂(||Ψ||∞𝐷𝛿𝑘𝐵(𝑟)(𝜙, 𝑘, 𝑇) + ||𝜙||∞(𝜙)𝑆∞,1(Ψ)𝛿𝑘).

(5.13)

32



Then combining (5.13) and (5.11) we get

ℰ ′
𝑘 = �

𝑟∈ℬ (𝐻,𝛿𝑘)
�
𝛿𝑘𝐵(𝑟)

Ψ(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))
𝑑𝑦
𝑁(𝑦)

+ 𝑂
⎛
⎜⎜⎜⎜⎝ �
𝑟∈ℬ (𝐻,𝛿𝑘)

�
𝛿𝑘𝐵(𝑟)

||Ψ||∞𝐷𝛿𝑘𝐵(𝑟)(𝜙, 𝑘, 𝑇) + ||𝜙||∞(𝜙)𝑆∞,1(Ψ)𝛿𝑘
𝑑𝑦
𝑁(𝑦)

⎞
⎟⎟⎟⎟⎠ .

(5.14)
From Lemma 2.17 we have that

�
𝑟∈ℬ (𝐻,𝛿𝑘)

𝐷𝛿𝑘𝐵(𝑟)(𝜙, 𝑘, 𝑇)𝛿
𝑛−1
𝑘 ≪ Var(𝜙). (5.15)

Now, combining (5.15) with (5.14) and (5.10) we have

�
𝐻
Ψ⟂(𝑍𝑘𝑇(𝑌))

𝑑𝑌
𝑌0

= �
𝑟∈ℬ (𝐻,𝛿𝑘)

��
𝛿𝑘𝐵(𝑟)

Ψ⟂(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))
𝑑𝑦
𝑁(𝑦) �

+ 𝑂(𝛿𝑘𝑆𝐷(Ψ, 𝜙))

with 𝑆𝐷(Ψ, 𝜙) the Sobolev type norm given in (3.10). Nowwe have discretized
the imaginary part of the argument and separated the resulting error. We refer
to these parts by

ℰ𝐵(𝑘) = �
𝑟∈ℬ (𝐻,𝛿𝑘)

��
𝛿𝑘𝐵(𝑟)

Ψ⟂(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘))
𝑑𝑦
𝑁(𝑦) �

(5.16)

and
ℰdisc(𝑘) = 𝑂(𝛿𝑘𝑆𝐷(Ψ, 𝜙)).

We now focus on ℰ𝐵(𝑘) and expressΨ⟂ as its Fourier expansion:

Ψ⟂(𝑥 + 𝑖𝑦) = �
𝛼∗≠0

𝑎Ψ(𝛼∗; 𝑦)𝑒(⟨𝑥, 𝛼∗⟩).

The imaginary part of 𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘) is (⋯ , 2𝑘/𝑛𝛿𝑘𝑟𝑗/𝑇𝑗,⋯)whichwewrite as 2𝑘/𝑛𝛿𝑘𝑟/𝑇,
so we have

Ψ⟂(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘)) = �
𝛼∗≠0

𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)𝑒(⟨2𝑘/𝑛𝑦, 𝛼∗⟩). (5.17)

We note now that inside a given 𝛿𝑘𝐵(𝑟), only the expression 𝑒(⟨𝑦, 𝛼∗⟩) is not con-
stant. So combining (5.17) and (5.16) we have

ℰ𝐵(𝑘) = �
𝑟∈ℬ (𝐻,𝛿𝑘)

𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘)) �
𝛼∗≠0

𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)�
𝛿𝑘𝐵(𝑟)

𝑒(⟨2𝑘/𝑛𝑦, 𝛼∗⟩)
𝑑𝑦
𝑁(𝑦)

= �
𝑟∈ℬ (𝐻,𝛿𝑘)

𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘)) �
[𝛼∗]≠0

�
𝑢∈𝑈

𝑎Ψ(𝑢𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)�
𝛿𝑘𝐵(𝑟)

𝑒(⟨2𝑘/𝑛𝑦, 𝑢𝛼∗⟩)
𝑑𝑦
𝑁(𝑦)

≤ �
𝑟∈ℬ (𝐻,𝛿𝑘)

𝜙(𝑧𝑘𝑇(𝑦, 𝑟, 𝛿𝑘)) �
[𝛼∗]≠0

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇) �
𝑢∈𝑈

��
𝛿𝑘𝐵(𝑟)

𝑒(⟨2𝑘/𝑛𝑦, 𝑢𝛼∗⟩)
𝑑𝑦
𝑁(𝑦) �

.
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We can then apply Lemma 5.1 and we have

ℰ𝐵(𝑘) ≪ 2−𝑘𝑘𝑛−1 �
𝑟∈ℬ (𝐻,𝛿𝑘)

𝜙(𝑍𝑘,𝑇(𝑌, 𝑟)) �
[𝛼∗]≠0

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1

≪ 2−𝑘𝑘𝑛−1||𝜙||∞ �
𝑟∈ℬ (𝐻,𝛿𝑘)

�
[𝛼∗]≠0

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1.

(5.18)
This concludes the proof upon noting that

ℰ𝜙,𝑇(Ψ) =
∞
�

𝑘=⌊log2(𝐶(𝑇))⌋
(ℰ𝐵(𝑘) + ℰdisc(𝑘)). (5.19)

5.1.2 Applying Decay of Fourier Coefficients
Nowwe use decay of Fourier coefficients to finish the proof of Theorem 3.5. We
will apply decay of Fourier coefficients to the estimate for ℰ𝐵(𝑘) from (5.18) and
can complete the

proof of Theorem 3.5. We will begin by focusing on on the inner sum of (5.18):

�
[𝛼∗]≠0

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1.

We split the sum into two parts: a finite sumover 0 < |𝑁(𝛼∗)| ≤ 𝑀 and an infinite
sum over |𝑁(𝛼∗)| > 𝑀:

𝑆>𝑀(𝑘) ∶= �
|𝑁([𝛼∗])|>𝑀

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1

𝑆≤𝑀(𝑘) ∶= �
0<|𝑁([𝛼∗])|≤𝑀

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)
𝑁(𝛼∗)

log(|𝑁(𝛼∗)|)𝑛−1.

We will begin by applying the Cauchy-Schwartz inequality to 𝑆>𝑀(𝑘). We have

𝑆>𝑀(𝑘) ≤
⎛
⎜⎜⎜⎜⎝ �
𝑁([𝛼∗])>𝑀

̃𝑎Ψ(𝛼∗; 2𝑘/𝑛𝛿𝑘𝑟/𝑇)2
⎞
⎟⎟⎟⎟⎠

1/2 ⎛⎜⎜⎜⎜⎝ �
𝑁([𝛼∗])>𝑀

log |𝑁(𝛼∗)|2𝑛−2

𝑁(𝛼∗)2

⎞
⎟⎟⎟⎟⎠

1/2

.

Then we apply Lemma 2.11 to obtain
⎛
⎜⎜⎜⎜⎝ �
𝑁([𝛼∗])>𝑀

log |𝑁(𝛼∗)|2𝑛−2

𝑁(𝛼∗)2

⎞
⎟⎟⎟⎟⎠ ≪ 𝑀−1 log(𝑀)2𝑛−2

and conclude
𝑆>𝑀(𝑘) ≪ ||Ψ||∞𝑀−1/2 log(𝑀)𝑛−1. (5.20)
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Then to estimate 𝑆≤𝑀(𝑘) we apply the decay of Fourier coefficients from Theo-
rem 4.1 and obtain

𝑆≤𝑀(𝑘) ≪ 𝑆𝐹(Ψ)2𝜂𝐹𝑘 �
𝑁([𝛼∗])<𝑀

|𝑁(𝛼∗)|𝐶𝐹−1 log |𝑁(𝛼∗)|𝑛−1|𝑁(𝛿𝑘𝑟/𝑇)|𝜂𝐹

≪ 2𝜂𝐹𝑘𝑆𝐹(Ψ)|𝑁(𝑇)|−𝜂𝐹𝑁(𝛿𝑘𝑟)𝜂𝐹𝑀𝐶𝐹 log(𝑀)𝑛−1
(5.21)

Letting𝑀 = (2−𝛼𝑘||Ψ||∞𝑆𝐹(Ψ)−1|𝑁(𝑇)|𝜂𝐹)1/(𝐶𝐹+1/2)we combine (5.20) and (5.21)
and we obtain

𝑆>𝑀(𝑘) + 𝑆≤𝑀(𝑘) ≪ ||Ψ||
1− 1

2𝐶𝐹+1∞ 𝑆𝐹(Ψ)
1

2𝐶𝐹−1 |𝑁(𝑇)|
− 𝜂𝐹
2𝐶𝐹+1 log(𝑇)𝑛−12

𝑘𝜂𝐹
2𝐶𝐹+1 .

To make our equations more manageable we will define

𝑆(Ψ, 𝑇) = ||Ψ||
1− 1

2𝐶𝐹+1∞ 𝑆𝐹(Ψ)
1

2𝐶𝐹−1 |𝑁(𝑇)|
− 𝜂𝐹
2𝐶𝐹+1 log(𝑇)𝑛−1

and we have

ℰ𝐵(𝑘) ≪ 2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)
𝑘(𝑛−1) �

𝑟∈ℬ (𝐻,𝛿𝑘)
�(𝛿𝑘𝑟)−1𝑗 𝑆(Ψ, 𝑇)

≪ 2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)
𝑘(𝑛−1)𝑆(Ψ, 𝑇)(𝛿𝑘)−𝑛.

Now in total we have

ℰ𝐵(𝑘) + ℰdisc(𝑘) ≪ 2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)
𝑘(𝑛−1)𝑆(Ψ, 𝑇)(𝛿𝑘)−𝑛 + 𝛿𝑘𝑆𝐷(Ψ, 𝜙).

We then take

𝛿𝑘 = �2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)
𝑘(𝑛−1)𝑆(Ψ, 𝑇)𝑆𝐷(Ψ, 𝜙)−1�

1
𝑛+1

which gives us

ℰ𝐵(𝑘) + ℰdisc(𝑘) ≪ 2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)/(𝑛+1)

𝑘
𝑛−1
𝑛+1 �𝑆(Ψ, 𝑇)𝑆𝐷(Ψ, 𝜙)𝑛�

1
𝑛+1 .

Putting this into (5.19) we get

ℰ ≪ �𝑆(Ψ, 𝑇)𝑆𝐷(Ψ, 𝜙)𝑛�
1
𝑛+1

∞
�

𝑘=⌊log2(𝐶(𝑇))⌋
2
−𝑘(1− 𝜂𝐹

2𝐶𝐹+1
)/(𝑛+1)

𝑘
𝑛−1
𝑛+1

≪ �𝑆(Ψ, 𝑇)𝑆𝐷(Ψ, 𝜙)𝑛�
1
𝑛+1 𝐶(𝑇)

−(1− 𝜂𝐹
2𝐶𝐹+1

)/(𝑛+1)
.

Recall from (3.1) that we defined 𝐶(𝑇) = ∏𝑛
𝑖=1(1 + 𝑇

−2
𝑖 )−1/2. We then estimate

𝐶(𝑇)−1 =�
𝑗

�1 + 𝑇
2
𝑗

|𝑇𝑗|
≪ �

|𝑇𝑗|≤1
|𝑇𝑗|−1
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so 𝑁(𝑇)𝐶(𝑇)−1 ≍ ∏𝑇𝑖>1
𝑇𝑖 and we have proved theorem 3.5 with

𝜂 =
𝜂𝐹

(2𝐶𝐹 + 1)(𝑛 + 1)

𝑆𝔖(Ψ, 𝜙) = (||Ψ||
1− 1

2𝐶𝐹+1∞ 𝑆𝐹(Ψ)
1

2𝐶𝐹−1𝑆𝐷(Ψ, 𝜙)𝑛)
1
𝑛+1 .

(5.22)

The powers of log(𝑇) present in 𝑆(Ψ, 𝑇) result in the exponent of − 1
𝑛+1 − 𝜀 for

the 𝑇𝑖 ≤ 1. For the 𝑇𝑖 > 1, they are raised to a power 𝜂 that is bounded strictly
below a value, so the powers of log(𝑇) do not affect this. Note that when 𝜙 is
identically 1, we have that 𝑆𝐷(Ψ, 𝜙) ≪ 𝑆1,∞(Ψ) so this also concludes the proof
of Theorem 3.2.

5.2 Proof of Theorem 3.6
The final step now is to show that our main termℳ𝜙,𝑇(Ψ) equidistributes.

Proof of Theorem 3.6. Letℱ be a fundamental domain of the action of Γ∩𝑁 onℝ𝑛

(where the action is translation from (2.5)). Then, using the Fourier expansion
of 𝜙we have the following computation

ℳ𝜙,𝑇(Ψ) = �
𝐶(𝑇)

�
𝐼𝑛−1

𝑎Ψ(0; 𝑦(𝑌)/𝑇)𝜙(𝑌)
𝑑𝑌
𝑌0

= �
𝐶(𝑇)

�
𝐼𝑛−1

𝜙(𝑌)�
ℱ
Ψ(𝑍(𝑋, 𝑌)) 𝑑𝑋

𝑑𝑌
𝑌0

= �
𝐶(𝑇)

�
𝐼𝑛−1

�
𝑚∈ℤ𝑛

𝑎𝜙(𝑚)�
ℱ
Ψ(𝑍(𝑋, 𝑌)) 𝑑𝑋

𝑑𝑌
𝑌0
.

In order to apply Lemma 2.12 we use the indicator function of the set [𝐶(𝑇),∞).
We define

ℎ𝑇(𝑌0) = �
𝑌0 𝑌0 ≥ 𝑁(𝑇)−1𝐶(𝑇) = ∏𝑗(1 + 𝑇

2
𝑗 )−1/2

0 otherwise
.

We then have the Mellin transform pair for 𝜎 such that ℜ(𝜎) > 1:

ℎ̂𝑇(𝑠) = �
∞

0
ℎ𝑇(𝑌0)−𝑠−1𝑑𝑌0 =

∏
𝑗(1 + 𝑇

2
𝑗 )

1
2 (𝑠−1)

𝑠 − 1

ℎ𝑇(𝑌0) =
1
2𝜋𝑖 �(𝜎)

ℎ̂𝑇(𝑠)𝑌𝑠0𝑑𝑠.
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Then we have

ℳ𝜙,𝑇(Ψ) = �
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)�
Γ∞\ℍ𝑛

Ψ(𝑍(𝑋, 𝑌)) ℎ𝑇(𝑌0) 𝑒(⟨𝑚, 𝑌⟩) 𝑑𝑋
𝑑𝑌
𝑌20

= �
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)�
Γ∞\ℍ𝑛

Ψ(𝑍(𝑋, 𝑌)) �
1
2𝜋𝑖 �(𝜎)

ℎ̂𝑇(𝑠)𝑌𝑠0 𝑑𝑠� 𝑒(⟨𝑚, 𝑌⟩) 𝑑𝑋
𝑑𝑌
𝑌20

= �
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)
1
2𝜋𝑖 �(𝜎)

ℎ̂𝑇(𝑠)�
Γ∞\ℍ𝑛

Ψ(𝑍(𝑋, 𝑌))𝑌𝑠0 𝑒(⟨𝑚, 𝑌⟩) 𝑑𝑋
𝑑𝑌
𝑌20
𝑑𝑠

= �
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)
1
2𝜋𝑖 �(𝜎)

ℎ̂𝑇(𝑠)⟨Ψ, 𝐸(⋅, 𝑠, 𝑚)⟩ 𝑑𝑠.

Nextwewant to shift the contour of integration to 𝜎 = 1/2. To do sowemake
use of the regularized Eisenstein series given in (2.13). Since ⟨Ψ, 1

vol(Γ\ℍ𝑛) ⟩ =
𝜇(Ψ) and

1
2𝜋𝑖 �(𝜎)

∏
𝑗(1 + 𝑇

2
𝑗 )

1
2 (𝑠−1)

(𝑠 − 1)2
𝑑𝑠 = log�

𝑗
(1 + 𝑇2𝑗 )

1
2

we have

ℳ𝜙,𝑇(Ψ) = 𝑎𝜙(0)𝜇(Ψ)2𝑛−2ℛ√𝒟 log�
𝑗
(1 + 𝑇2𝑗 )

+
1
2𝜋𝑖

�
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)�
(𝜎)
ℎ̂𝑇(𝑠)⟨Ψ, 𝐸̃(⋅, 𝑠, 0)⟩ 𝑑𝑠.

From (3.7) we have that 𝑎𝜙(0) = 1. Nowwe shift the contour to 𝜎 = 1/2 and pick
up the residue from the simple pole at 𝑠 = 1. For the case where 𝐿 = ℚ there is
the possibility of finitely many other exceptional poles in the region (1/2, 1), as
is handled in [KK17], but for 𝑛 ≥ 2 the only exceptional pole is at 𝑠 = 1 when
𝑚 = 0 ([Efr87]). The shift yields

ℳ𝜙,𝑇(Ψ) = 𝜇(Ψ)2𝑛−2𝑅√𝐷 log�
𝑗
(1 + 𝑇2𝑗 ) + ⟨Ψ, 𝐸̃(⋅, 1, 0)⟩

+
1
2𝜋𝑖

�
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)�
(1/2)

ℎ̂𝑇(𝑠)⟨Ψ, 𝐸̃(⋅, 𝑠, 𝑚)⟩ 𝑑𝑠.

Using the bound (evident from spectral decomposition)

�
𝑚∈ℤ𝑛−1

�
1/2
|⟨Ψ, 𝐸(⋅, 𝑠, 𝑚)⟩|2 𝑑𝑠 ≤ ||Ψ||2
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we can then use the Cauchy–Schwarz inequality repeatedly to estimate

�
𝑚∈ℤ𝑛−1

𝑎𝜙(𝑚)�
(1/2)

ℎ̂𝑇(𝑠)⟨Ψ, 𝐸̃(⋅, 𝑠, 𝑚)⟩ 𝑑𝑠

≤
⎡
⎢⎢⎢⎢⎣ �
𝑚∈ℤ𝑛−1

|𝑎𝜙(𝑚)|2 �
𝑚∈ℤ𝑛−1

|�
( 12 )
ℎ̂𝑇(𝑠)⟨Ψ, 𝐸̃(⋅, 𝑠, 𝑚)⟩ 𝑑𝑠|2

⎤
⎥⎥⎥⎥⎦

1
2

≤ ||𝜙||2 �
𝑚∈ℤ𝑛−1

⎡
⎢⎢⎢⎢⎣�

( 12 )
|ℎ̂𝑇(𝑠)|2 𝑑𝑠

⎤
⎥⎥⎥⎥⎦

1
2
⎡
⎢⎢⎢⎢⎣�

( 12 )
|⟨Ψ, 𝐸̃(⋅, 𝑠, 𝑚)⟩|2 𝑑𝑠

⎤
⎥⎥⎥⎥⎦

1
2

≤ ||𝜙||2||Ψ||2�(1 + 𝑇2𝑗 )−1/4

and we are done.
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Chapter 6

Counting Quadratic Forms of
Square Discriminant

Before proving Theorem 1.2 we will use our equidistribution result to count
cosets of lattice points inside the cone-like sets 𝐶𝑑(𝑅) defined in (6.1). These
sets are set-wise invariant under the action of 𝐴, and as 𝐴 ∩ Γ is in general
not trivial, we will be counting the number of cosets of (𝐴 ∩ Γ) that lie inside
these sets. To relate this to quadratic forms we decompose the set of forms
into finitely many Γ orbits. Then for a given orbit we establish the appropriate
correspondence between the counting of quadratic forms and the counting of
the aforementioned cosets. The strategy used here is standard and follows the
pattern of other counting results such as [EM93], [OS13] and [KK20].

6.1 Counting Lattice Cosets
For 𝑅 ∈ ℝ+, 𝑑 = 𝜔2 with 𝜔 ∈ 𝒪we define the cone-like set 𝐶𝑑(𝑅) ⊂ ℍ𝑛 given by

𝐶𝑑(𝑅) = {(𝑧1,⋯ , 𝑧𝑛) ∈ ℍ𝑛 ∶
𝑛
�
𝑖=1
𝑑(𝑖)

ℜ(𝑧𝑖)2

ℑ(𝑧𝑖)2
< 𝑅2}. (6.1)

These sets, while infinite in volume are still well rounded in a certain sense:

Lemma 6.1. Let 𝐵𝛿 be a ball of radius 𝛿. For 𝑔 ⋅ 𝑖 ∈ 𝐵𝛿, 𝑅 > √𝑛𝑇𝑟(𝑑), 𝛾 ∈ Γ we have
that

(𝛾) ⋅ 𝑖 ∈ 𝐶𝑅 ⟹ (𝛾𝑔) ⋅ 𝑖 ∈ 𝐶𝑅(1+10𝛿)
Proof. Let 𝑔 ⋅ 𝑖 = (𝛼1 + 𝑖𝛽1, … , 𝛼𝑛 + 𝑖𝛽𝑛). Then 𝑔 ⋅ 𝑖 ∈ 𝐵𝛿 implies then that |𝛼𝑖| ≤ 𝛿
and |𝛽𝑖 − 1| ≤ 2𝛿. Letting 𝛾 ⋅ 𝑖 = (𝑥1 + 𝑖𝑦1,⋯𝑥𝑛 + 𝑖𝑦𝑛) we then have that (𝛾𝑔) ⋅ 𝑖 =
(⋯ , 𝑥𝑗 + 𝑦𝑗𝛼𝑗 + 𝑦𝑗𝛽𝑗𝑖,⋯) = (⋯ , 𝑥′𝑗 + 𝑖𝑦′𝑗 ,⋯). Then we have that

(𝑥′𝑗 )2

(𝑦′𝑗 )2
=
𝑥2𝑗 + 2𝑥𝑗𝑦𝑗𝛼𝑗 + 𝑦2𝑗 𝛼2𝑗

𝛽2𝑗 𝑦2𝑗
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We then have two cases (for each 1 ≤ 𝑗 ≤ 𝑛). If 𝑥𝑗 ≥ 𝑦𝑗 then we can rearrange
and obtain

(𝑥′𝑗 )2

(𝑦′𝑗 )2
=
𝑥2𝑗
𝑦2𝑗

1 + 2
𝑦𝑗
𝑥𝑗
𝛼𝑗 +

𝑦2𝑗
𝑥2𝑗
𝛼2𝑗

𝛽2𝑗
≤
𝑥2𝑗
𝑦2𝑗
(1 + 7𝛿).

On the other hand if 𝑥𝑗 < 𝑦𝑗 then we have that

𝑥2𝑗 + 2𝑥𝑗𝑦𝑗𝛼𝑗 + 𝑦2𝑗 𝛼2𝑗
𝛽2𝑗 𝑦2𝑗

=
𝑥2𝑗
𝑦2𝑗

1
𝛽2𝑗
+ 2

𝑥𝑗
𝑦𝑗𝛽𝑗

+
𝛼2𝑗
𝛽2𝑗

≤
𝑥2𝑗
𝑦2𝑗
(1 + 3𝛿) + 2𝛿(1 + 2𝛿) + 𝛿2(1 + 3𝛿)

≤
𝑥2𝑗
𝑦2𝑗
(1 + 3𝛿) + 3𝛿.

Thus in total we have that

𝑛
�
𝑗=1
𝐷(𝑗)

𝑥′2𝑗
𝑦′2𝑗

≤ 𝑅2(1 + 7𝛿) + 3𝑛𝑇𝑟(𝐷)𝛿

= 𝑅2(1 + 7𝛿 + 3
𝑛𝑇𝑟(𝐷)
𝑅2

𝛿) ≤ 𝑅2(1 + 10𝛿)

The set 𝐶𝑑(𝑅) ⊂ ℍ𝑛 is fixed (set-wise) by the action of𝐴 so wewish to count
equivalence classes of lattice points inside𝐶𝑑(𝑅), where the equivalence relation
is the action of 𝐴 ∩ Γ. We define

𝒩𝐶𝑑(𝑅) ∶= #{𝛾 ∈ (Γ ∩ 𝐴)\Γ ∶ 𝛾 ⋅ 𝑧 ∈ 𝐶𝑑(𝑅)}.

We will show that

Theorem 6.2. For constants 𝜅1 = 𝜅1(𝑛) and 𝜅2 = 𝜅2(𝑛, 𝜔) and all 𝑅 > 𝑑

𝒩𝐶𝑑(𝑅) = |𝑁(𝜔)|𝑉𝑛(𝑅) �𝜅1 log(𝑅) + 𝜅2 + 𝑂(𝑅
−𝑛𝜂

1+𝑛+9/2 )�

We will prove theorem 6.2 in two steps. We construct a periodic indicator
function of the set 𝐶𝑑(𝑅). Letting 𝜒𝐶𝑑(𝑅)(𝑧) be the indicator function of 𝐶𝑑(𝑅), we
construct

Ξ𝑑,𝑅 ∶= �
𝛾∈(𝐴∩Γ)\Γ

𝜒𝐶𝑑(𝑅)(𝛾 ⋅ 𝑧).

LettingΨ = ∑𝛾∈Γ 𝛿(𝛾 ⋅ 𝑧) (where 𝛿 is the standard delta distribution supported
on (𝑖,⋯ , 𝑖)) we have that

𝒩𝐶𝑑(𝑅) = ⟨Ξ𝑑,𝑅,Ψ⟩
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with the standard inner product in 𝐿2(Γ\ℍ𝑛). To apply Theorem 1.1 to this sit-
uation we need to smooth Ψ. For some 𝜌 > 0 we define 𝜓𝜌 ∶ ℍ𝑛 → ℝ be a
smooth bump function supported on the product of balls of radius 𝜌 about 𝑖.
We let Ψ𝜌 = ∑𝛾∈Γ𝜓𝜌(𝛾 ⋅ 𝑧). Then we have the smooth counting function given
by ⟨Ξ𝑑,𝑅,Ψ𝜌⟩. Using Lemma 6.1, the well roundedness of the set 𝐶𝑑(𝑅) implies
that

⟨Ξ𝑑,𝑅(1−10𝜌),Ψ𝜌⟩ ≤ 𝒩𝐶𝑑(𝑅) ≤ ⟨Ξ𝑑,𝑅(1+10𝜌),Ψ𝜌⟩.
Thuswewill apply Theorem1.1 to estimate the smooth counting function ⟨Ξ𝑑,𝑅,Ψ𝜌⟩.
We have

Lemma 6.3. Let 𝜔 ∈ 𝒪 and 𝑑 = 𝜔2. We define

𝛽𝑑(𝑅) = �
||𝑇||2≤𝑅

𝑛
�
𝑖=1

log(1 + 𝑇2𝑖 𝑑(𝑖)) 𝑑𝑇.

Then with the functions Ξ𝑑,𝑅,Ψ𝜌 defined as above, we have for 𝑅 > √𝑛Tr(𝑑)

⟨Ξ𝑑,𝑅,Ψ𝛿⟩ = |𝑁(𝜔)|𝑉𝑛(𝑅) �2𝑛−1ℛ√𝐷
𝛽𝑑(𝑅)
𝑉𝑛(𝑅)

+ 2𝐸(𝑖, 1, 0) + 𝑂(𝑅
−𝑛𝜂

1+𝑛+9/2 )� .

Proof. We have

⟨Ξ𝑑,𝑅,Ψ𝛿⟩ = �
Γ\ℍ𝑛

Ξ𝑑,𝑅(𝑧)Ψ𝛿(𝑧) 𝑑𝜇

= �
Γ\ℍ𝑛

�
𝛾∈(𝐴∩Γ)\Γ

𝜒𝐶𝑑(𝑅)(𝛾 ⋅ 𝑧)Ψ𝛿(𝑧) 𝑑𝜇

= �
𝛾∈(𝐴∩Γ)\Γ

�
Γ\ℍ𝑛

𝜒𝐶𝑑(𝑅)(𝛾 ⋅ 𝑧)Ψ𝛿(𝛾 ⋅ 𝑧) 𝑑𝜇

= �
𝐴Γ\ℍ𝑛

𝜒𝐶𝑑(𝑅)(𝑧)Ψ𝛿(𝑧) 𝑑𝜇

= �
∑𝑑(𝑖)𝑇2𝑖 <𝑅2

�
𝐴Γ
Ψ𝛿(𝑎𝑦𝑛𝑇)𝑑𝜇𝑦(𝑦) 𝑑𝑇

= |𝑁(𝜔)|�
||𝑇||2≤𝑅

2𝜇(𝑇𝑖𝜔(𝑖))(Ψ𝛿) 𝑑𝑇.

The final equality is achieved by the coordinate transformation 𝑇𝑖 ↦ 𝑇𝑖/𝜔(𝑖)
(recall 𝑑 = 𝜔2). We then apply theorem 1.1 to the innermost integral. The error
term is then bounded by a constant times

𝑆𝔖(Ψ𝛿)�
𝑅

0
�
||𝑇||2=𝑟

�
|𝑇𝑖|≤1

|𝑇𝑖|
− 1
𝑛+1−𝜀�

𝑇𝑖>1
|𝑇𝑖|−𝜂 𝑑𝑇 𝑑𝑟.

Examining just the inner integral we have

�
||𝑇||2=𝑟

�
|𝑇𝑖|≤1

|𝑇𝑖|
− 1
𝑛+1−𝜀�

𝑇𝑖>1
|𝑇𝑖|−𝜂 𝑑𝑇 ≪ 𝑟−𝑛𝜂�

||𝑇||2=1
�
|𝑇𝑖|≤1

|𝑇𝑖|
− 1
𝑛+1−𝜀�

𝑇𝑖>1
|𝑇𝑖|−𝜂 𝑑𝑇.

41



This last integral is finite since 1
1+𝑛 + 𝜀 < 1. Thus our error term is bounded by

𝑆𝔖(Ψ𝛿)𝑅𝑛(1−𝜂).

For the main term we have a geometric factor

𝛽𝑑(𝑅) = �
||𝑇||2≤𝑅

𝑛
�
𝑖=1

log(1 + 𝑇2𝑖 𝑑(𝑖)) 𝑑𝑇 (6.2)

We can estimate 𝑆𝔖(Ψ𝛿) ≪ 𝛿−𝑛−9/2 and ⟨Ψ𝛿, 𝐸̃(⋅, 1, 0)⟩ = 𝐸̃(𝑖, 1, 0) + 𝑂(𝛿) and thus
by setting

𝛿 = 𝑅
−𝑛𝜂

1+𝑛+9/2

we get our result.

Lemma 6.4. There are constants 𝜅1 = 𝜅1(𝑛) and 𝜅2 = 𝜅2(𝑛, 𝑑) such that for all 𝑅 > 0
we have

𝛽𝑑(𝑅) = 𝜅1𝑅𝑛 log(𝑅) + 𝜅2𝑅𝑛 + 𝑂(𝑅𝑛−1).

This error term is then swallowed by the error term above.

Proof. From (6.2) we see that 𝛽𝑑(𝑅) is symmetric in each 𝑇𝑖. Thus we will first
estimate for a single 𝑇𝑖 the integral ∫||𝑇||2≤𝑅

log(1+𝑇2𝑖 𝑑(𝑖))𝑑𝑇. We pass to spherical
coordinates. Let 𝑇1 = 𝑟 cos(𝜙), 𝑇2 = 𝑟 cos(𝜙) sin(𝜃1) etc. We will only consider
the most convenient coordinate, which we have made 𝑇1. We have

�
𝑅

0
�

2𝜋

0
⋯�

2𝜋

0
�

𝜋

0
log(1 + 𝑟2 cos2(𝜙)𝑑(1)) 𝑟𝑛−1 sin𝑛−2(𝜙) sin𝑛−3(𝜃1)

⋯ sin(𝜃𝑛−2) 𝑑𝜙 𝑑𝜃1⋯ 𝑑𝜃𝑛−1 𝑑𝑟.

After the change of variables 𝑥 = cos(𝜙) the inner integral becomes

�
1

−1
log(1 + 𝑟2𝑥2𝑑(1))(1 − 𝑥2)

𝑛−2
2 𝑑𝑥

= (2 log(𝑟) + log(𝑑(1)))�
1

−1
(1 − 𝑥2)

𝑛−2
2 𝑑𝑥 +�

1

−1
log(𝑟−2/𝑑(1) + 𝑥2)(1 − 𝑥2)

𝑛−2
2 𝑑𝑥.

Then we can estimate

�
1

−1
log(𝑟−2/𝑑(1) + 𝑥2)(1 − 𝑥2)

𝑛−2
2 𝑑𝑥 = �

1

−1
log(𝑥2)(1 − 𝑥2)

𝑛−2
2 𝑑𝑥 + 𝑂(𝑟−1).

We then sum over the 𝑑(𝑖) and integrate over 𝑟 ∈ [0, 𝑅] and we have our result.

Combining the above lemmas proves Theorem 6.2.
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6.2 Counting Quadratic Forms
We consider binary quadratic forms with coefficients in 𝒪:

𝑄𝑎,𝑏,𝑐(𝑥, 𝑦) = 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 = (𝑥, 𝑦) �
𝑎 𝑏/2
𝑏/2 𝑐 � (𝑥, 𝑦)𝑡.

For convenience we will denote a quadratic form simply by the triple (𝑎, 𝑏, 𝑐).
We consider the two quadratic forms (𝑎, 𝑏, 𝑐) and (𝑎′, 𝑏′, 𝑐′) congruent if there is
a matrix 𝛾 ∈ 𝑆𝐿2(𝒪 ) such that

�
𝑎′ 𝑏′/2
𝑏′/2 𝑐′ � = 𝛾 �

𝑎 𝑏/2
𝑏/2 𝑐 � 𝛾𝑡.

This gives us an equivalence relation among quadratic forms, andwewill write
(𝑎′, 𝑏′, 𝑐′) = (𝑎, 𝑏, 𝑐)𝛾. This action of 𝑆𝐿2(𝒪 ) on the set of quadratic forms can be
expressed as a matrix acting on the tuple (𝑎, 𝑏, 𝑐), which gives us an embedding
of 𝑆𝐿2(𝒪 )/{±𝐼} into 𝑆𝑂𝑏2−4𝑎𝑐 (where 𝑆𝑂𝑏2−4𝑎𝑐 is the generalized special orthogo-
nal group that leaves the ternary quadratic form 𝑏2 − 4𝑎𝑐 fixed). Explicitly, for

𝛾 = �
𝑎 𝑏
𝑐 𝑑 �we have

𝜄(𝛾) =

⎡
⎢⎢⎢⎢⎢⎣

𝑎2 2𝑎𝑏 𝑏2
𝑎𝑐 𝑏𝑐 + 𝑎𝑑 𝑏𝑑
𝑐2 2𝑐𝑑 𝑑2

⎤
⎥⎥⎥⎥⎥⎦

so that (𝑎, 𝑏, 𝑐)𝛾 = (𝑎, 𝑏, 𝑐) ⋅ 𝜄(𝛾). For a given discriminant 𝑑, the number of equiv-
alence classes is known to be finite (see [Efr87]). For 𝑑 = 𝜔2 a perfect square
(over𝒪) it can be counted directly (inmuch the sameway that thiswas counted
for forms over ℤ in [KK20]). First, a form of square discriminant factors (not
necessarily uniquely) into linear forms

(𝑎, 𝑏, 𝑐)(𝑥, 𝑦) = (𝐴𝑥 + 𝐵𝑦)(𝐶𝑥 + 𝐷𝑦).

We can represent this form by the matrix𝑀 ∈ 𝑀2,𝜔(𝒪 )

𝑀 = �
𝐴 𝐵
𝐶 𝐷 �

and then the discriminant is given by (𝐴𝐷−𝐵𝐶)2. Furthermore it can be verified
by direct computation that for 𝛾 ∈ Γ then (𝑎, 𝑏, 𝑐)𝛾 corresponds to𝑀𝛾. Thus the
equivalence classes of quadratic forms correspond precisely to the equivalence
classes of𝑀2,𝜔(𝒪 )/𝑆𝐿2(𝒪 ), which we will now count.

Lemma 6.5. For 𝑑 = 𝜔2, with𝜔 ∈ 𝒪, there are |𝒪 /(𝜔)| equivalence classes of quadratic
forms of discriminant 𝑑 and the full set of representatives is given by {𝜏𝑥2 + 𝜔𝑥𝑦|𝜏 ∈
𝒪 /(𝜔)}.
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Proof. First we will show that any matrix 𝑀 = �
𝐴 𝐵
𝐶 𝐷 � ∈ 𝑀2,𝜔 is equivalent

to a lower triangular matrix. The upper right entree will be 𝑟𝐴+𝑝𝐵 after multi-
plication by 𝛾 ∈ 𝑆𝐿2(𝒪 ) where (𝑟) and (𝑝) are comaximal. We know there exist
comaximal principal ideals 𝑅 and 𝑃 such that (𝐴)𝑅 = (𝐵)𝑃. We can let 𝑅 = (𝑟)
and 𝑃 = (𝑝). Thus 𝐴𝑟 = 𝐵𝑥𝑝 for some 𝑥 and 𝐴𝑦𝑟 = 𝐵𝑝 for some 𝑦 implying that
𝑥 and 𝑦 are units. Thus there exist 𝑟 and 𝑝 such that 𝐴𝑟 = −𝐵𝑝 with (𝑟) and (𝑝)
comaximal. Thus there exists 𝛾 ∈ 𝑆𝐿2(𝒪 ) such that

𝑀𝛾 = �
𝐴′ 0
𝐵′ 𝐷′ � .

We can drop the primes and consider the matrix �
𝐴 0
𝐵 𝐷 �. This matrix corre-

sponds to the the form 𝐴𝑥(𝐵𝑥 + 𝐷𝑦) = 𝐴𝐵𝑥2 + 𝐴𝐷𝑥𝑦 with discriminant (𝐴𝐷)2.
Without loss of generality we can assume 𝐴 = 1 and thus 𝑑 = 𝜔. Then we have
a full set of representatives given by the set of matrices

��
1 0
𝜏 𝜔 � � 𝜏 ∈ 𝒪 /(𝜔)� .

For each class of quadratic forms of discriminant 𝜔2 we will get the same
dynamical situation, as the stabilizer will be conjugate to 𝐴, the intersection
with Γ will be have the same structure: a free abelian group of order 𝑛 − 1,
see [Efr87]. In fact, we can compute the stabilizer explicitly. For discriminant
𝑑 = 𝜔2, the class of (0, 𝜔, 0) is stabilized by 𝐴. For the class represented by
(0, 𝜔, 𝜏) the stabilizer consists of the matrices

𝐻𝜏 = ��
𝑦1/2 𝜏

2𝜔 (𝑦
1/2 − 𝑦−1/2)

0 𝑦−1/2 � � 𝑦 ∈ ℝ+� .

By Lemma 2.6, for any unit 𝑢, there is some power such that (𝑢𝑘 − 𝑢−𝑘)𝛽 ∈ (2𝜔).
Thus𝐻𝜏∩Γ has the same structure as𝐴∩Γ. Thus for a set of fundamental units
𝑢1,⋯𝑢𝑛−1 there is a set of integers 𝑘1(𝜏),⋯𝑘𝑛−1(𝜏) such that the matrices

⎛
⎜⎜⎜⎜⎝
𝑢𝑘𝑖𝑖

𝜏
2𝜔 (𝑢

𝑘𝑖
𝑖 − 𝑢

−𝑘𝑖
𝑖 )

0 𝑢−𝑘𝑖𝑖

⎞
⎟⎟⎟⎟⎠

generate 𝐻𝜏 ∩ Γ. Similarly if we can decompose a generic element 𝑔 into the
product ℎ𝑔𝑛𝑔𝑘𝑔 where ℎ𝑔 ∈ 𝐻𝜏, 𝑛𝑔 ∈ 𝑁 and 𝑘𝑔 ∈ 𝐾. Then letting

ℎ𝜏(𝑦) = �
𝑦1/2 𝜏

2𝜔 (𝑦
1/2 − 𝑦−1/2)

0 𝑦−1/2 �
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we have that ℎ𝜏(𝑦)𝑛𝑇 ⋅ 𝑖 = 𝑖𝑦 + 𝑦(𝑇 +
𝜏
2𝜔 ) −

𝜏
2𝜔 so for a function periodic in Γ, we

have thatΨ(ℎ𝜏(𝑦)𝑛𝑇) = Ψ(𝑛− 𝜏
2𝜔
𝑎𝑦𝑛𝑇+ 𝜏

2𝜔
). If we define the shifted function

Ψ 𝜏
2𝜔
(𝑔) ∶= Ψ(𝑛− 𝜏

2𝜔
𝑔)

then we can express integratingΨ over a translated obit of𝐻𝜏 with the integral
of Ψ 𝜏

2𝜔
over a translated orbit of 𝐴. Thus the only change we need to make to

our equidistribution result in this case is to account for the larger fundamental
domain of𝐻𝜏∩Γ acting on𝐻𝜏. Changing to cuspidal coordinateswe can express
this fundamental domain by

𝑌0 ∈ ℝ+

𝑌𝑗 ∈ [0, 𝑘𝑗], 𝑗 ∈ {1, 𝑛 − 1}

So we have the following lemma

Lemma 6.6. Letting 𝑁(𝑘(𝜏)) = ∏𝑗 𝑘𝑗(𝜏) and 𝑛𝑇′ = 𝑛𝑇−𝜏/2𝜔 we have that

�
𝐻Γ
Ψ(ℎ𝑛𝑇) 𝑑ℎ = 𝑁(𝑘)𝜇𝑇′(Ψ 𝜏

2𝜔
).

Since 𝜇(Ψ) = 𝜇(Ψ 𝜏
2𝜔
), we can apply our equidistribution result to the above integral

and we that

�
𝐻Γ
Ψ(ℎ𝑛𝑇) 𝑑ℎ =𝜇(Ψ)2𝑛−1𝑁(𝑘)ℛ√𝒟� log(1 + (𝑇′𝑗 )2) + 2⟨Ψ, 𝐸̃(⋅, 1, 0)⟩

+ 𝑂Ψ

⎛
⎜⎜⎜⎜⎜⎜⎝
�
(𝑇′𝑗 )≤1

(𝑇′𝑗 )
− 1
𝑛+1−𝜀�

𝑇𝑗>1
(𝑇′𝑗 )−𝜂

⎞
⎟⎟⎟⎟⎟⎟⎠ .

This gives us an analogous counting result for translated cones

𝐶𝜏𝑑(𝑅) = {(𝑧1,⋯ , 𝑧𝑛) ∈ ℍ𝑛 ∶
𝑛
�
𝑖=1
𝑑(𝑖)

(ℜ(𝑧𝑖) + 𝜏(𝑖)/2𝜔(𝑖))2

ℑ(𝑧𝑖)2
< 𝑅2}

and the shifted counting functions

𝒩 𝜏
𝐶𝑑(𝑅) = #{𝛾 ∈ Γ ∶ 𝛾 ⋅ 𝑖 ∈ 𝐶

𝜏
𝑑(𝑅)}.

By applying Lemma 6.6 to the same setup as with Theorem 6.2 we get the fol-
lowing.

Theorem 6.7. There exists constants 𝜅1 = 𝜅1(𝑛) and 𝜅2 = 𝜅2(𝑛, 𝜔, 𝜏) so that for
𝑅 > √𝑛Tr(𝑑) we have the bound

𝒩 𝜏
𝐶𝑑(𝑅) = |𝑁(𝜔)|𝑉𝑛(𝑅) �𝜅1 log(𝑅) + 𝜅2 + 𝑂(𝑅

−𝑛𝜂
1+𝑛+9/2 )� .
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Now for a quadratic form (𝑎, 𝑏, 𝑐), we give it the norm

||(𝑎, 𝑏, 𝑐)|| = �2𝑇𝑟(𝑎2) + 𝑇𝑟(𝑏2) + 2𝑇𝑟(𝑐2).

This norm is𝐾 invariant and thus our equidistribution result lets us count forms
under this norm. For 𝑑 = 𝜔2, with 𝜔 ∈ 𝒪 we define

𝒩𝜔(𝑅) = {(𝑎, 𝑏, 𝑐) ∈ 𝒪 3 ∶ 𝑏2 − 4𝑎𝑐 = 𝜔2, ||(𝑎, 𝑏, 𝑐)|| ≤ 𝑅}.

We will estimate𝒩𝜔(𝑅) by considering each class separately. We define

𝒩(𝑎,𝑏,𝑐)(𝑅) = #{𝛾 ∈ 𝑆𝐿2(𝒪 ) ∶ ||(𝑎, 𝑏, 𝑐)𝛾|| < 𝑅}

and we have
𝒩𝜔(𝑅) = �

𝜏∈𝒪 /(𝜔)
𝒩(0,𝜔,𝜏)(𝑅).

We can readily compute the norm of (0, 𝜔, 0)𝛾. The norm is 𝐾-invariant so we
can let 𝛾 = 𝑎𝑦𝑛𝑥. The form (0, 𝜔, 0) is stabilized by 𝐴 so we have simply that
(0, 𝜔, 0)𝑛𝑥 = (0, 𝜔, 𝑥𝜔). Then ||(0, 𝜔, 𝑥𝜔)|| = �𝑇𝑟(𝜔2) + 2𝑇𝑟(𝑥2𝜔2). Thus we have

||(0, 𝜔, 0)𝛾|| ≤ 𝑅 ⟺ 𝛾 ∈ 𝐶𝜔2

⎛
⎜⎜⎜⎜⎝�

1
2
(𝑅2 − 𝑇𝑟(𝜔2))

⎞
⎟⎟⎟⎟⎠

Similarly for the quadratic form (0, 𝜔, 𝜏) we have that

||(0, 𝜔, 𝜏)𝛾|| ≤ 𝑅 ⟺ 𝛾 ∈ 𝐶𝜏𝜔2

⎛
⎜⎜⎜⎜⎝�

1
2
(𝑅2 − 𝑇𝑟(𝜔2))

⎞
⎟⎟⎟⎟⎠

Summing over all 𝜏 in a set of representatives for 𝒪 /(𝜔) we arrive at Theorem
1.2.
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