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The splendid world of quantum materials is being unveiled in modern condensed matter

physics, thanks to the advanced material synthesis methods, refined experimental probing

techniques and deeper theoretical understanding. Unconventional superconductivity and

topological phenomena are two of the main themes in this realm. Many outstanding problems

are waiting to be solved and there is also a great potential in future technological applications.

Among many routes of studying the quantum materials, creating thin film structures provides

a special opportunity to learn the physical properties in low dimensions, to explore the effect

of substrate and strain and to make novel electronic devices.

In this thesis, I will present successful molecular beam epitaxy thin film synthesis of: (1)

unconventional superconductor FeSe, (2) topological insulator Bi2Se3 doped with magnetic

Fe atoms and (3) kagome structure magnets FeSn and Fe3Sn2. For (1), I will describe

the finding of a dislocation network, its impact on the spatially-modulated strain field and

its interesting interplay with the spontaneous symmetry-broken nematic phase. This is

a new finding in the FeSe/SrTiO3 heterostructure and also provides fresh insights in the

understandings of nematicity. For (2), I will show how we cross-check the doping ratio using

different characterization techniques. Our observation indicates the possible formation of Fe

clusters or impurity phases and sets the foundation for future synthesis of similar structures.

For (3), I will demonstrate the novel selective synthesis of FexSny thin films. A plethora of

spectral features were found in Fe3Sn2, implying a link with the Weyl physics. The FexSny

thin films can potentially be a platform for the exploration of correlated, topological quantum

phases in low dimensions.
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Chapter 1

An overview of quantum materials

“Quantum materials” is a term frequently seen in the context of condensed matter physics

nowadays, and this chapter serves as a very brief overview of such subject and an introduction

of this thesis. However, a proper definition of quantum materials should be given first. For-

tunately, there are two relevant Wikipedia pages “Quantum Materials” [1] and “Macroscopic

Quantum Phenomena” [2] that do this job very well. Briefly speaking, quantum materials

refer to those physical properties of a material that do not exist in a classical world, such

as the superconductivity or the topological phenomena. This is in contrast to some other

properties that can be modeled, sometimes incredibly well, using a semiclassical approach.

One example is using the Drude model to calculate the resistivity of a ordinary metal [3]

assuming the electron are ballistic and can move freely within a mean free time before col-

liding with the immobile ions. Although a full description of the resistivity would need a

quantum mechanical solid state band theory, the drude model provides a good explanation.

However, this is not the case for superconductivity - ballistic electrons are never going to

yield zero resistivity in a matrix of ions, but only a wave-like description can explain the zero

resistivity. Superconductivity is really one of the best examples of the tremendous success

in the discoveries of quantum materials/phenomena and the exciting ongoing research along

this route. In the late 20th century, discovery of the quantum Hall state greatly enriched

the family of quantum materials. It is the cornerstone of all the topological materials that

are being intensely studied today.

In this chapter, I will give a short introduction to superconductivity first, including the

conventional superconductivity and the unconventional copper and iron-based superconduc-

tors. Then I will briefly introduce the topological phenomena. These two broad subjects are

related to chapter 3 and chapter 4/5, respectively.
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1.1 Superconductivity

Condensed matter physics has the largest number of publications in the broad field of physics

[4]. Among all the subjects of condensed matter physics, superconductivity might be one of

the most popular. Superconductivity was discovered by Heike Kamerlingh Onnes in 1911

when he cooled solid mercury down to liquid helium temperature at 4.2 K and observed

a vanished resistance. Since then, important events in the history of supercoductivity are

listed in Table 1.1.

Year Event

1911 discovery of superconductivity

1933 discovery of Meissner effect

1935 London equation

1950 Ginzburg-Landau theory

1957 BCS theory

1962 Josephson effect

1986 discovery of cuprates

2008 discovery of Fe-based superconductors

Table 1.1: History of superconductivity.

Superconductivity can be classified as the conventional superconductivity and the un-

conventional superconductivity based on whether it can be explained by the BCS theory or

not. In general, the conventional superconductors have lower critical temperature (Tc) [5],

while Tc of the unconventional ones such as the cuprates can reach as high as 130 K [6]. A

more elaborated introduction is given as follows.

2



1.1.1 Conventional superconductivity

The conventional superconductivity is explained by the Bardeen-Cooper-Schrieffer (BCS)

theory in their ground-breaking paper in 1957 [7, 8]. The theory was established after

two key experimental findings on superconductivity since Onnes’ discovery, i.e. the energy

spectrum of a superconductor is gapped suggested by the specific heat experiment and the

isotope effect meaning that superconductivity has something to do with the phonon.

Cooper [9] proposed that with an attractive interaction between a pair of electrons

〈k|H1|k′〉 = −|F | within a energy shell near the Fermi surface (εk, ε′k < ~ωD), which is

due to electron-phonon coupling justified by Bardeen and Pines [10] and Fröhlich [11], the

pair of electrons can form a bound state that has a lower energy than 2εF . The bound state

exists no matter how small the attractive potential is, therefore this is an instability of the

Fermi surface.

The many-body theory of conventional superconductivity was established by BCS [7, 8]

using a mean-field approach. Consider such an interacting Hamiltonian

H =
∑
kσ

(εk − µ)c
†
kσckσ +

1

N

∑
kk′

Vkk′c
†
k↑c

†
−k↓c−k′↓ck′↑ (1.1)

We can perform a mean-field approximation and the resulting Hamiltonian reads

H =
∑
kσ

(εk − µ)c
†
kσckσ −

∑
k

(∆kc
†
k↑c

†
−k↓ +∆∗

kc−k↓ck↑) (1.2)

where ∆k is the gap function

∆k = − 1

N

∑
k′
Vkk′〈c−k′↓ck′↑〉 (1.3)

3



By doing the Bogoliubov transformation

 ck↑

c
†
−k↓

 =

 u∗k vk

−v∗k uk


 γk↑

γ
†
−k↓

 (1.4)

the Hamiltonian is diagonalized as

H =
∑
kσ

Ekγ
†
kσγkσ + E0 (1.5)

where the energy spectrum is Ek =
√

(εk − µ)2 + |∆k|2, so it is gapped. In STM dI/dV

spectrum, this would result in a gap at Fermi level of 2|∆k|.

The Bogoliubov quasiparticle γk is a mixture of electron and hole. The parameters uk

and vk are

|uk|2, |vk|2 =
1

2
(1± εk − µ√

(εk − µ)2 + |∆k|2
) (1.6)

Therefore in the superconducting state with a finite |∆k|, near the Fermi level εk − µ ∼ 0,

we have |uk|2 = |vk|2 = 1/2. This indicates a particle-hole symmetry, which is reflected in

the superconducting gap that is symmetric with respect to Fermi level in the STM dI/dV

spectra.

The ground state of the BCS mean-field Hamiltonian is the vacuum of the Bogoliubov

quasiparticles, and it can also be written in this form:

|ΨBCS〉 =
∏
k

(uk + vkc
†
k↑c

†
−k↓)|0〉 (1.7)

where |0〉 is the vacuum of the electrons, therefore the BCS ground state is an ensemble of

cooper pairs.

An important result of the BCS theory is the gap equation which is a result of the

4



self-consistency of the mean-field Hamiltonian. This famous equation is

∆0

kBTc
≈ 1.76 (1.8)

which relates the superconducting critical temperature and the gap size. This is consistent

with the experimental results of many conventional superconductors. Other successes of

BCS include its prediction of the specific heat jump ∆C at the superconducting transition

temperature and its consistency with experiments, and also that it captures the Meissner

effect namely the perfect diamagnetism of superconductors.

1.1.2 Unconventional superconductors

The BCS theory is a remarkable milestone in the history of superconductivity, but it would be

a shame if this is the end of the story. Fortunately, many other types of superconductors, in

the class of unconventional superconductivity, have been discovered (Fig. 1.1.1). Remarkably,

the pairing mechanism of the unconventional superconductivity still remains an outstanding

problem.

The members of the unconventional superconductors include the copper-based supercon-

ductors (cuprates) [12, 13], heavy fermion superconductors [14], iron-based superconductors

[15], nickel-based superconductors [16], possible spin-triplet Ruthenates [17] and the magic-

angle twisted bilayer graphene [18, 19]. Most relevant to this thesis, an overview on the

cuprates [20, 21] and Fe-based superconductors [22, 23] is given below.
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Figure 1.1.1: Timeline of the discoveries of superconductors, adapted from Ref. [24] and [25]

under CC-BY-SA-4.0.

The cuprates include a class of materials that all have the characteristic CuO2 planes

that superconduct upon receiving carrier doping from the spacer layers that are different

from one compound to another. Taking the Bi2Sr2CaCu2O8+x (Bi-2212) compound as an

example [20], it has the crystal structure shown in Fig. 1.1.2(a). Bi-2212 has 2 CuO2 planes

in a unit cell, while there are other type of cuprates that has 1, 2, 3 or even more CuO2

planes in a unit cell.

6



c

a
b

Ca

CuO�

SrO

BiO

CuO�

SrO

BiO

0

100

200

300

-0.2 -0.1 0 0.1 0.2 0.3

doping

T
 (

K
)

electron doping hole doping

sc

a
n

ti
fe

rr
o

m
a

g
n

e
t

a
n

tife
rro

m
a

g
n

e
t

n
o

rm
a

l m
e

ta
l

strange metal

T c

T N

T* 

T*

superconductor

p
se

u
d

o
g

ap

T c

T N

(a) (b)

Figure 1.1.2: (a) Crystal structure of Bi-2212. (b) Generic phase diagram of cuprates,

adapted from Ref. [26] under CC-BY-SA-3.0.

Unlike the conventional superconductors, cuprates superconduct when off-stoichiometric

doping a parent compound. The parent compound is an antiferromagnetic Mott insulator

[12]. Upon electron or hole doping, the Mott phase is suppressed and superconductivity

emerges. There is a pseudogap phase above the superconducting dome in the underdoped

regime, whose origin is still uncovered. The normal state right above the superconducting

phase of cuprates is also not a Fermi liquid, but a “strange metal”, exhibiting a linear ρ-T

relationship. Fig. 1.1.2(b) displays a generic phase diagram of cuprates.

A close cousin of the cuprates is the family of Fe-based superconductors, which are

further divided into the iron pnictides and iron chalcogenides. A lot of similarities are

shared between cuprates and Fe-based superconductors. The supercoducting constituent in

the pnictides are the As-Fe-As trilayer structure, which is sandwiched in spacer layers that

varies between different types of pnictides. The different spacer layer structure determines
7



which family of “1111”, “122”, “111”, and more, that the pnictide compound belongs to.

Fig. 1.1.3(a) illustrates the “122” parent compound BaFe2As2, where doping all three sites

- Ba, Fe or As - can lead to superconductivity.

T
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e
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c
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Figure 1.1.3: (a) Crystal structure of BaFe2As2. (b) A typical phase diagram of Fe pnictides,

adapted from Ref. [27] under CC-BY-4.0.

The phase diagram of pnictides (Fig. 1.1.3(b)) also looks very much similar to that of the

cuprates, where there is a parent phase that is not superconducting without carrier doping,

and a superconducting dome emerges upon doping or applying pressure which essentially

changes the lattice constant. However, important distinctions between the pnictides and the

cuprates are worth noting. The biggest difference is probably on the parent phase of the

pnictides, which is metallic with antiferromagnetic ordering. This is in contrast to the “dop-

ing a Mott insulator” picture that works for cuprates. Orbital-dependent Mottness has been

proposed in the underdoped regime for pnictides. Since the electron configuration of Fe3+

is 3d5 in contrast to 3d9 for Cu2+, all five d-orbitals are active in Fe-base superconductors

while there is only one half-filled d-orbital near Fermi level in cuprates. The electron corre-

lation in pnictides are also much weaker than cuprates as demonstrated in the bandwidth
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renormalization factor by ARPES [27].

Another important ingredient in Fe-based superconductors is the nematicity, defined as

the in-plane spontaneous rotational symmetry breaking, both structurally and electronically.

It is a vertile phase in all Fe-based superconductors and has a intimate relationship with the

magnetic ordering and superconductivity. In pnictides, the nematic phase appears upon

cooling and is soon followed by the antiferromagntic phase (Fig. 1.1.3(b)), therefore it has

been argued to be spin driven [28–30]. A nematic quantum criticality has also been proposed

to enhance superconductivity [31–34].

Iron chalcogenide is another species in Fe-based superconductors and structurally simpler

than the pnictides (Fig. 1.1.4) [35–37]. The chalcogenides denote the compounds centering

around FeSe, including FeTe1-xSex, FeSe1-xSx, intercalated FeSe, FeTe1-xSex thin films de-

posited on SrTiO3. In contrast to pnictides, FeSe superconducts without doping. The key

differences of chalcogenides from pnictides include the nematic phase in absence of a mag-

netic order in FeSe. This drives the theoretical efforts searching for the origin of nematicity

other than spin [38, 39].

a
b

c

Fe

Se

Figure 1.1.4: Crystal structure of FeSe.

Studies on substituting Se in FeSe with Te or S therefore tuning the chemical pressure, or
9



applying a physical pressure, help build a phase diagram of chalcogenides and bring insights

to understanding the underlying mechanism of nematicity and superconductivity [40–43].

One particularly intriguing aspect of FeTe1-xSex is its band topology and possible existence

of topological superconductivity and Majorana zero mode at superconducting vortex cores

[44, 45].

A particularly worth noting aspect of FeSe is the suprising boost of the superconducting

Tc when a monolayer of FeSe is deposited on the SrTiO3 substrate which was discovered in

2012 [46]. Tremendous effort has been put into exploring the mechanism underlying the Tc

increase [47]. Chapter 3 will be discussing it in more detail.

1.2 Topological phenomena

Topology is a mathematical subject that studies the properties of a geometry under con-

tinuous deformation, but it is frequently seen in the context of modern condensed matter

physics, probably as much as superconductivity if not even more. The term “topological or-

der” denote the phase of matter which cannot be categorized by a broken symmetry therefore

cannot be described by the Laudau symmtery-breaking theory [48]. Band topology describes

the properties of the electronic band structure or wave function that resemble the concepts

in the mathematical branch of topology. For example, there are invariants that can be cal-

culated from the electronic wave function which will only change if there is a fundamental

change in the system. In this section, I will briefly introduce some basic concepts regarding

the topological phenomena in condensed matter physics, which are relevant for chapter 4

and 5.

1.2.1 Quantum Hall effect and topological insulator

The story started from the discovery of quantized Hall conductance in a silicon-based MOS-

FET in 1980 by Klitzing [49]. Classically, in a 2D electron gas where a magnetic field is
10



applied normal to the 2D plane, the Hall resistance ρxy can be calculated as a result of

the Lorentz force, and it is proportional to the field B. However, when the temperature

is low enough and the field is high enough, ρxy can exhibit plataeus and at the same time

the longitudinal ρxx = 0 (and σxx = 0), namely the system is in an insulating state (Fig.

1.2.1). Modern-day quantum Hall experiments are mostly performed in the extremely clean

2D electron gas in GaAs heterostructures and in graphene where room temperature quantum

Hall effect has been realized [50].

The mechanism underlying the quantized Hall conductance is associated with the Landau

levels as a result of the quantum mechanical solution of the 2D electron gas in a magnetic

field. The energy levels are discrete and have the form En = (n + 1/2)~ωc, n = 0, 1, 2, ...

where ωc = eB/m∗ is the cyclotron frequency. Therefore when EF lies in between these

discrete levels, the 2D electron gas is in an insulating state, and when EF hits the small

broadening of each of the Landau levels, the system is metallic.

E

distance

edge edge

(a) (b)

ν=0

ν=1

ν=2

Figure 1.2.1: Quantum Hall effect. (a) Quantized Hall resistance, adapted from Ref. [51]

under CC-BY-SA-4.0. (b) Schematic of Landau levels in a sample with boundaries.

The quantized Hall conductance in the insulating states originates from the conductive

edge channels as the sample has a finite size, as demonstrated by Laughlin in 1981 [52] and

11



Halperin in 1982 [53], as shown schematically in Fig. 1.2.1(b). The TKNN paper in 1982

calculated the quantized Hall conductance in a periodic potential using the Kubo formula

and found that the quantization corresponds to the integer TKNN number or Chern number

[54]. As the magnetic field is increased and EF crosses each Landau level and enters a new

insulating state, the system actually goes through a topological phase transition classified

by a different Chern number.

The quantum Hall effect requires an external field thus breaking the time reversal symme-

try. In 1988, Haldane proposed a model Hamiltonian on a Honeycomb lattice that does not

required a net magnetic flux and would still produce the nonzero Chern number [55], which

is the precursor of the quantum anomalous Hall effect heavily explored later. In 2005, Kane

and Mele proposed a spin-orbit coupling model that respects the time reversal symmtery

and would give rise to a quantum spin Hall state [56], and that initiated the vast research

field of topological insulators.

The search for experimental evidence of topological insulator initiated from the proposal

of HgTe quantum well [57] and its experimental realization [58] (Fig. 1.2.2(a)). These heavy

elements favor a large spin orbit coupling, and when the thickness of the HgTe quantum well

exceeds a threshold d > dc, bulk band inversion occurs due to spin-orbit coupling splitting

of the p-band which defines a topological insulating phase (Fig. 1.2.2(a)).

3D strong topological insulators which need to be classified by multiple topological indices

and are characterized by the insulating bulk state and spin-momentum locked conductive

surface states (Fig. 1.2.2(b)) were discovered a few years later, greatly with the help of

the angle-resolved photoemission spectroscopy (ARPES) technique. These 3D topological

insulators include Bi1-xSbx [59], Bi2Se3, Bi2Te3 and Sb2Te3 [60–63]. An interesting fact

is that all the topological materials were precisely predicted first and then experimentally

found owing to the accuracy of the single-particle approximation in this context, in contrast

to the field of unconventional superconductors.
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Figure 1.2.2: (a) Left: CdTe/HgTe/CdTe quantum well schematic. d denotes the thickness

of the HgTe layer. Right: schematic of the band inversion in HgTe quantum well due to

spin-orbit coupling splitting of the p-band. (b) Schematic of the generic band structure of

topological insulator, adapted from Ref. [64] under CC-BY-SA-3.0.

In chapter 4, I will discuss our attempt to dope a topological insulator Bi2Se3 thin film

with magnetic Fe atoms.

1.2.2 Weyl semimetal

One of the most significant equations in physics is the Dirac equation that is the foundation

of the relativistic quantum theory [65]:

(iγµ∂µ −m)Ψ = 0 (1.9)

Weyl further simplied this equation in odd dimensions [66]. Particularly, in 3-dimensions,

the massless (m = 0) Dirac equation can be simplied as

i∂tΨ± = (∓p · σ)Ψ± (1.10)

where σ = (σx, σy, σz) denotes the Pauli matrices. The momentum of the Weyl fermions is

coupled to the spin and the +/− sign defines the chirality. The Energy dispersion is linear
13



as a function of the momentum: E(p) = ±|p|.

In the context of condensed matter physics where the nonrelativistic quantum mechanics

is suitable for the energy scale of interest, the relevance to the Weyl equation appears in the

study of the accidental degeneracies in the band structure [67]. Consider the most generic

two band Hamiltonian H(k) = f1(k)σx + f2(k)σy + f3(k)σz (neglecting the identity term),

the energy spectrum is E(k) = ±
√
f21 (k) + f22 (k) + f23 (k), and the band touching point

E = 0 occurs only when fi(k) = 0, i = 1, 2, 3. We shall see that this can generically occur in

three dimensions, since fi(k) = 0 defines a surface and the three surfaces would intersect at a

single point (k ≡ k0). Therefore, without any symmetry (especially not simultaneously time

reversal symmetry and inversion symmetry which lead to doubly degenerate bands [68]),

such band touching exist naturally. In the vicinity of k0, if we assume the band velocity

along x, y and z are identical, first order expansion of the two band Hamiltonian has exactly

the form of the Weyl equation [68]. Furthermore, such generic band touching cannot be

removed by a small perturbation but can only annihilate with another Weyl node.

To find Weyl nodes in real materials, one should look for those that breaks the time

reversal symmetry T or the inversion symmetry P . The latter was experimentally discovered

first in a series of transition metal monopnictides [69–71] and transition metal dichalcogenides

[72–74]. The former was discovered more recently in magnetic systems [75–79]. One of

the key differences between these two classes is that in T -broken, P-preserved system, the

minimal number of Weyl points is 2, while in P-broken, T -preserved system, the minimal

number is 4.

Notably, there are a few characteristics of the Weyl fermions in a solid in contrast to

the Weyl particles in much higher energy scale. First, the Lorentz invariance is allowed to

break, enabling the discovery of type-II Weyl semimetals. Moreover, because Weyl points

are the sink or source of Berry curvature and due to a net zero Berry curvature in the

crystal, Weyl points have to come in pairs of the opposite chiralities, and Fermi arc states
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exist at the surface. Finally, the chiral anomaly can be readily observed as the negative

magnetoresistance in transport experiments if the energy of Weyl nodes is near the Fermi

level.

In chapter 5, evidence for plethora of tunable Weyl points in a magnetic kagome thin

film Fe3Sn2 synthesized by MBE will be discussed [80].

1.2.3 Topological superconductor and proximity effect

In the paper by Fu and Kane [81], a proximity effect at the interface of a superconductor

and a topological insulator was theoretically proposed. By incorporating a Cooper pair term

in the Hamiltonian of a time-reversal invariant topological surface state, the low-energy

spectrum of the surface state was found to be a spinless px+ ipy superconductor and to host

Majorana bound state in its vortices.

Experimentally, tremendous efforts were put into realizing such proximity effect by over-

laying a topological insulator with a superconductor, conventional or unconventional, or the

other way [82–92].

I have also contributed to two MBE/STM works in this topic, Bi2Te3/Fe(Te,Se) [23] and

Bi2Te3/Bi-2212 [21], which will not be discussed in this thesis.
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Chapter 2

Experimental Techniques

2.1 Molecular Beam Epitaxy (MBE)

Molecular beam epitaxy is a versatile technique to synthesize crystalline thin films on a

substrate [93–97]. The idea of MBE was first conceived by Günther [98], and the modern

MBE instrumentation was pioneered by Alfred Y. Cho [93]. As indicated by the name,

the synthesis is achieved by shooting a “molecular beam”, i.e. the constituent atoms or

molecules of the desired thin film, onto a single crystal substrate and forming an epitaxial

layer whose crystal orientation is determined by the underlying substrate. While MBE is

originally widely used in the semiconductor device manufacturing research and industry, due

to its unprecedented precision of the atomic layer-by-layer growth, MBE thin film growth

method is also extremely useful in the modern condensed matter physics research, especially

now that the low-dimensional physics is of great interest and importance. The important

experimental findings that is associated with MBE include the fractional quantum Hall effect

discovered in (doped) GaAs/GaAs heterostructures [99], the first experimental realization

of a topological insulator in HgTe quantum well [58], the quantum anomalous Hall effect

discovered in magnetically doped topological insulator thin films [100] and the surprising

boost of superconducting critical temperature in monolayer FeSe/SrTiO3 [101].

Fig. 2.1.1 is a schematic of a typical MBE system. The systhesis occurs in an ultra-high

vacuum (UHV) chamber. The substrate is mounted on a manipulator with a heater so that

a desired temperature can be reached during growth. “Molecular beam” comes out of the

effusion cells at a high temperature and deposits on the substrate. The beam flux rate

can be calibrated using a quantz crystal microbalance (QCM) (not shown in the schematic).

Reflection high-energy electron diffraction (RHEED) is employed to provide in-situ real-time

characterization of the surface morphology and crystallinity of the thin film.
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Figure 2.1.1: Schematic of an MBE system.

Fig. 2.1.2 shows the dual MBE system in Zeljkovic Lab at Boston College. It consists of

a quick access load lock, an oxide MBE chamber for the growth of oxides and a chalcogenide

MBE chamber for the growth of Fe(Te,Se) and FexSny. Both MBEs are equipped with Staib

RHEED system and Inficon QCM. Manipulators, effusion cells and the integration of the

whole system are provided by Fermion Instruments. The base pressure of the oxide MBE

can reach 1×10−10 Torr after a full bakeout, and 5×10−10 Torr for the chalcogenide MBE.

The main pump for the oxide MBE is an Edwards STP1003 turbomolecular pump, and for

the chalcogenide MBE is a Pfeiffer HiPace300 turbomolecular pump. A programed shuttered

growth mode is possible in the oxide MBE. For the oxygen source, ozone, molecular oxygen

and oxygen plasma are available in the oxide MBE.
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Figure 2.1.2: Dual MBE system in Zeljkovic Lab.

During the thin film growth, RHEED characterization is of the most importance as it is

the only real-time method to judge if the quality of the growth meets certain criteria. The

analysis of a RHEED pattern is based on the Ewald’s sphere analysis, much like the X-ray

diffraction. However, due to the small e-beam incident angle (less than 5◦), only surface

atoms contributes to the interference, and there is no diffraction along the c-axis. There-

fore, reciprocal rods intersect the Ewald’s sphere and determine the diffraction condition.

An atomically flat surface would lead to a sharp RHEED pattern with well-defined bright

spots on concentric half-rings. A terraced ordered surface would cause well-defined RHEED

streaks. Fig. 2.1.3 shows the comparison of the RHEED pattern of a good thin film and a

18



bad one (but definitely not the worst).

(a) (b)

Figure 2.1.3: A good RHEED pattern of a grown film (a) and a bad one (b).

2.2 Scanning Tunneling Microscopy/Spectroscopy (STM/S)

Scanning tunneling microscopy/spectroscopy (STM/S) is a unique instrument to look at the

surface of a solid sample with a sub-angstrom resolution. Invented by Binnig and Rohrer

in 1980’s [102], who were subsequently awarded a Nobel Prize in 1986, STM/S has become

an extremely powerful experiental technique in modern condensed matter research. One

can visualize the atomic lattice structure on a sample surface with the help of STM/S, and

can also extract the local quasiparticle density of states and subsequently the quasiparticle

scattering wavepattern by acquiring the differential conductance. Therefore STM/S is able

to provide fruitful insights into the electronic structure of a solid.

The instrumentation include an atomically sharp probe, or a “tip”, typically made of

a simple metal such as tungsten or PtIr, that is mounted on a 3-dimentional piezoelectric

motor such that the motion of the tip can be controlled with sub-angstrom precision. When

the tip is brought as close as a few Å from the sample and a bias voltage is applied between

the tip and the sample, quantum mechanical tunneling of electrons occurs. The tunneling

current can be calculated using the “Fermi’s golden rule” as derived below.
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Figure 2.2.1: Schematic of the electron tunneling between STM tip and sample.

When a bias voltage V is applied to the sample, it is to equivalently shift the Fermi level

of the sample down by eV with respect to the Fermi level of the tip (Fig. 2.2.1) (here electron

charge is -e, e>0), therefore it favors a tunneling current from the tip to the sample. To

calculate the net tunneling current, we calculate the tunneling current from the tip to the

sample and from the sample to the tip, and find their difference:

Itip→sample =

∫ ∞

−∞
−2e

2π

~
|M |2(ρt(ε− eV ) · f(ε− eV )) · (ρs(ε) · (1− f(ε)))dε (2.1)

Isample→tip =

∫ ∞

−∞
−2e

2π

~
|M |2(ρt(ε− eV ) · (1− f(ε− eV ))) · (ρs(ε) · f(ε))dε (2.2)

So the net tunneling current from tip to sample is

I = −4πe

~

∫ ∞

−∞
|M |2ρt(ε− eV )ρs(ε)[f(ε) · (1− f(ε− eV ))− f(ε− eV ) · (1− f(ε))]dε (2.3)

here M is the matrix element, ρt(ε) and ρs(ε) are the density of states of the tip and the
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sample, and f(ε) is the Fermi-Dirac distribution function:

f(ε) =
1

1 + e
ε

kBT
(2.4)

We can make a few approximations to the equation of tunneling current. First, since the

temperature is low compared to Fermi temperature, the Fermi distribution is approximately

a sharp cutoff at zero energy. Second, assuming ρt(ε) is a constant, which is true for the

conventional metallic STM tips near Fermi level, we can take it out of the integrand. Finally,

the matrix element M is approximately independent of energy according to Bardeen [103],

so it can also be taken out of the integral. Then the tunneling current reads

I ≈ −4πe

~
ρt|M |2

∫ eV

0
ρs(ε)dε (2.5)

One note about the matrix element M : assuming that the vacuum barrier is a simple square

barrier, and using the WKB approximation, one can write

|M |2 ≈ e−2 s
~
√
2mφ (2.6)

where m is the mass of electron, s is the width of the square barrier (or roughly the sample-

tip distance) and φ is the height of the barrier. Since the tunneling current is proportional

to |M |2, a larger φ means that changing s by the same amount would cause larger change

in the tunneling current, therefore a better resolution.

Putting together everything, the tunneling current reads

I ≈ −4πe

~
ρte

−2 s
~
√
2mφ

∫ eV

0
ρs(ε)dε (2.7)

Eq. 2.7 is the foundation of all the different types of STM measurements. The experi-

mental handles in a given STM setup include the xyz control of the tip using a piezo, the
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tunneling current that one can read and the bias voltage one can vary, all of which allow for

many types of measurements.

The first type of measurement is the topography. By connecting the current reading

and the piezo in a feedback loop, one can fix the tunneling current as the tip is moved

across the sample surface. This is called the constant current mode. According to Eq. 2.7,

a constant current results in a constant tip-sample distance s. Therefore, for a sample that

has a spacially homogeneous density of states, the topography corresponds to the surface

morphology. Note that since the tip has a sub-Å resolution, a topography can often be

atomically resolved. However, a lot of times the DOS is not homogeneous across the sample,

especially if there are exotic phenomena such as charge order, and in such cases constant-

current topograph also shows information about the DOS, rather than just the structural

information.

The second measurement type is the dI/dV spectra, which is more profound in terms of

the electronic properties of the sample. dI/dV calculated from Eq. 2.7 is

dI

dV
≈ −4πe2

~
ρte

−2 s
~
√
2mφρs(eV ) (2.8)

Therefore dI/dV is proportional to the DOS of the sample. By turning off the feedback loop,

the tip-sample distance is fixed. If one varies the voltage and measures the corresponding

tunneling current, one can numerially compute dI/dV hence the DOS, but this would result

in very noisy data. In practice, dI/dV is always measured using a lock-in amplifier. A bias

modulation dV is applied at each bias voltage datapoint and subsequently the dI is measured

and dI/dV can be nicely calculated as a function of V.

The third type of measurement, the DOS map, builts up over the second type. It is to

essentially measure the dI/dV spectra as a function of the spatial location at the sample

surface along x and y directions. Viewing such dataset as a collection of dI/dV(r) maps

acquired at different biases, one can extract the spatial distribution of electronic DOS at
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different energies. Since the DOS(r) map contains the standing wave patterns due to quasi-

particle scattering, by doing Fourier transform, one can figure out these scattering wave

vectors. Since this can be done at different energies, much information of the electronic

band structure can be extracted.

The STM system used in this thesis is the Unisoku USM1300 STM (Fig. 2.2.2).

Figure 2.2.2: Picture of the Unisoku USM1300 STM in Zeljkovic Lab.

2.3 Other Techniques

Besides the MBE for thin film syntesis and the STM/S for characterization of sample surface,

other experimental techniques that were used in this thesis include X-ray diffraction for bulk

crystal structure characterization, Quantum Design MPMS3 SQUID for measurements of

magnetization and an ARS UHV four-point probe station for measuring the resistance.

Home-built “suitcase” portable vacuum chamber is used to transfer samples from MBE to

STM without exposing them to air (Fig. 2.3.1).
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Figure 2.3.1: Picture of the home-built “suitcase” vacuum transfer chamber in Zeljkovic Lab.
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Chapter 3

Visualizing a structural network and the electronic nematicity in

FeSe/SrTiO3(001)

3.1 Introduction

Nematicity is a rotational symmetry breaking phase and is found to be a key signature of

cuprates and Fe-based superconductors due to its close relationshsip with the magnetism

and the unconventional superconductivity [28–30, 104–107]. The spontaneous symmetry

breaking appears both structurally, i.e. from tetragonal to orthorhombic upon cooling, and

electronically, as evident in many measurements involving the electronic properties, including

resistivity anisotropy [108–110], lifting of orbital degeneracy [111–115] and scattering of

electrons with 2-fold symmetry [116, 117].

Although it is generally believed the electronic nematicity and the structural orthorhom-

bicity appear hand-in-hand macroscopically, and the latter is secondary to the former, which

is supported by the beautiful nematic susceptibility experiments [27, 35, 108, 109, 118], a

microscopic study of the local correlation of electronic nematicity and the lattice distortion

is lacking. In this chapter, I will present such a microscopic study using STM/S that probes

both local electronic nematicity and local lattice deformation on FeSe/SrTiO3 thin films

grown by MBE.

I will first introduce the growth method and the characterization of the 1 monolayer FeSe

film. Next I will describe in detail the characterization of the local lattice distortion, and

then the visualization of electronic nematicity. I will discuss the interpretation of our data,

which is an elaboration of our published work [119]. In the last two sections, I will show

some unpublished interesting data.
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3.2 Substrate Preparation and MBE Thin Film Synthesis

The pre-growth substrate preparation plays a central role in determining the quality of the

FeSe film [47]. Various substrate preparation methods have been reported from different

groups, but they typically include ex-situ etching and annealing and in-situ annealing treat-

ment. The chemical etching can be done using deionized water [120] or (buffered) HCl

[121, 122]. Ex-situ annealing can be performed in air [121, 123] or in oxygen [120, 122] at

∼1000 °C. In-situ annealing is essential for cleaning the substrate after it is introduced into

the MBE chamber, and typically done at elevated temperatures above the tempeture for

growth for a fraction of to several hours [120, 121, 123–125]. It has been shown that these

preparation steps produce a double-layer TiO2 termination on the surface of the substrate

with certain reconstructions, which favors the growth of FeSe film [122]. Besides these prepa-

ration methods, another treatment, namely in-situ annealing at 950 °C in Se flux, stemming

from the very first FeSe/SrTiO3 work [101], was implemented by some groups. This step

was hypothesized to create SeO substitution sites, which favor the growth and also provide

electron doping from oxygen vacancy and further contribute to the superconductivity [126].

The substrate we use is 0.05 wt% Nb-doped STEP SrTiO3(001) from Shinkosha Co.,

Ltd. We first clean the substrate in a ultrasonic bath with acetone and then 2-propanol and

dry it with flowing N2 gas. Without etching (which we have tested using deionized water

and HCl solution but the resulted substrate quality turned out to be unsatisfactory), we

directly place the substrate in a quartz boat and insert it into a tube furnace (Fig. 3.2.1).

Rough lab vacuum pump is used to keep a constant oxygen flow. A flow meter is mounted

between the oxygen cylinder and the furnace to determine the flow rate. By trial and error

we found that the optimal condition is to turn on the lab vacuum by a small amount and

meanwhile to adjust the flow rate to be ∼1.7 L/min. After the oxygen flow is stablized, we

ramp up the temperature to 1000 °C at ∼30 °C/min.
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Figure 3.2.1: Picture of the tube furnace setup. The red arrows and lines indicate the directio

n of the flowing oxygen.

The annealing at 1000 °C lasts 3 hours and then the furnace gradually cools down, while

the same oxygen flow is maintained. We take out the prepared substrate after the furace

reaches room temperature and load it in the MBE chamber in minimal time. We found that

the proper ex-situ oxygen-annealing process leads to a
√
13 ×

√
13 R33.7° SrTiO3 surface

reconstruction [122, 127], which is determined by the RHEED image of the substrate and also

the STM topograph of 1 ML FeSe film (Fig. 3.2.2(a,b)). In contrast, notably, we also found

that if the lab vacuum is not turned up enough such that the oxygen flow rate is sufficiently

high, a different surface reconstruction is obtained which results in poorer growth quality
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(Fig. 3.2.2(c,d)).

34.8°

√13a
Se-Se

(a) (b)
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Figure 3.2.2: Surface reconstruction of SrTiO3. (a) RHEED pattern of oxygen-annealed

SrTiO3(001) showing
√
13×

√
13 R33.7° reconstruction. (b) STM topograph of 1 ML FeSe

that shows stripe-like reconstructions. Red arrows indicate the approximate position of some

of the stripes. The angle 34.8° is measured between the direction of the stripes and topmost

Se-Se lattice vector. The width of the stripes is measured to be ∼
√
13aSe−Se. RHEED was

taken using a 15 keV electron gun (Staib). (c) A different type of reconstruction. (d) FeSe

film grown on the substrate shown in (c). STM setup condition: (b) I set = 70 pA, V sample

= 100 mV. (d)I set = 10 pA, V sample = 1.8 V.
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Once the substrate is transferred into the MBE chamber, we slowly heat it up towards

the growth temperature at ∼400 °C. We use a pyrometer to determine the temperature of

the substrate (emissivity = 0.7 [124]). No higher temperature in-situ annealing is done as

that seems to bring contamination to the substrate in our case. At the same time Fe and

Se Knudsen cells are heated up to their targeted temperature, which are determined by the

QCM flux rate calibration beforehand. For most of the growths, temperature for Fe is 1100

°C and for Se, 145 °C, corresponding to the flux rates of 9.87× 10−5 atoms/(sec·Å2) for Fe

and 3.37 × 10−3 atoms/(sec·Å2) for Se. The FeSe film growth rate is solely determined by

the Fe flux rate, as the growth occurs in a Se-rich environment. The nominal growth rate is

∼23 min/ML, but practically from the completeness of the ML of FeSe in STM topograph,

we found that it takes a little longer time, that is ∼28 min, to form a complete ML. The

thickness of the film, however, is not that uniform and 1 ML can be coexisting with 2 ML

and even 3 or 4 ML.

The growth is monitored by RHEED. A typical RHEED movie that shows the transition

from the SrTiO3(001) pattern to the FeSe pattern in a 40-min growth can be found in Ref.

[128]. After the deposition is finished, the Knudsen cells are cooled to their standby temper-

atures and the post-growth sample is kept at the growth temperature or at a slightly higher

temperature of ∼450 °C for post-annealing for a few hours or overnight. A temperature

higher than 500 °C can possibly make the film decompose, as manifested by the worsening

of the RHEED pattern. After post-annealing, the sample is cooled off and transferred into

a suitcase vacuum chamber, and then transferred into STM. An alternative way is to cap

the film with 10-50 nm thick amorphous Se layer and take it out to air and decap in STM

preparation chamber.
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3.3 Characterization of Superconducting Monolayer FeSe

Now it is widely known that the 1 ML FeSe/SrTiO3 heterostructure has an astonishingly

high superconducting Tc and a large pairing gap [47]. Although we were not able to directly

calibrate the Tc of our FeSe film using transport measurements, we observed a supercon-

ducting gap of ∼9 meV magnitude in differential conductance spectra repeatedly on the 1

ML FeSe film in STM (Fig. 3.3.1(a)). A larger energy range differential conductance spectra

exhibits a gap-like opening (Fig. 3.3.1(b)) that is consistent with the gap at the Γ point

[120].
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Figure 3.3.1: Superconducting gap of 1 ML FeSe and the gap at Γ point. (a) dI/dV of 1

ML FeSe showing the superconducting gap. (b) The gap at Γ point.

We also observe QPI patterns in 1 ML FeSe in differential conductance maps at various

energies (Fig. 3.3.2(a-d)). The Fourier transform shows the ring-like QPI peaks (Fig. 3.3.2(e-

h)) that correspond to the interpocket scattering between the electron pockets at M points

of the Brillouin zone (Fig. 3.3.2(e) inset) [120].
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Figure 3.3.2: The QPI on 1 ML FeSe. (a-d) QPI observed in real space in differential

conductance maps. (e-h) Fourier transform of (a-d).

3.4 Structural Modulation Observed on Multilayer FeSe and the

Experimental Strain Maps

Although the most widely studied is the superconducting 1 ML FeSe and the surface of

multi-layer FeSe grown on SrTiO3 does not superconduct, as determined by surface-sensitive

techniques [101, 129], the most exciting part of our study is in fact tied to the multi-layer

FeSe/SrTiO3. In the STM topographs taken at the surface of multi-layer FeSe, we find a

network of structural modulation. As shown in Fig. 3.4.1(a,b), structural modulation lines,

forming a square grid, are observed on 3 ML and 4 ML FeSe, while they are absent on 1

ML. Note that each atom spot in panel (b) represents a top layer Se atom (Fig. 3.4.1(c)),

therefore the structural modulation lines orient themselves roughly along the Fe-Fe lattice

vectors. The distance between neighboring modulation lines in panel (b) ranges from 14

to 21 nm. Similar structural modulation has been reported by cross-sectional transmission
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electron microscopy in the same heterostructure [127].
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Figure 3.4.1: STM topographs that show the structural modulation network. (a) Large area

topograph showing the substrate, 1 ML, 3 ML and 4 ML, as indicated in the figure. (b)

Magnification of the region outlined by the green square in (a) a- and b-axis denote the two

orthogonal Fe-Fe lattice directions. (c) Schematic that illustrates the crystal structure of

FeSe. STM setup condition: (a) I set = 10 pA, V sample = 1 V. (b)I set = 60 pA, V sample =

100 mV.

A natural question to ask related to the structural modulation lines is how they might

impact the atomic lattice: is there local displacement/strain induced by the modulation lines

upon the crystal lattice? STM is a powerful tool to directly visualize the atomic lattice at
32



the surface of the sample and can be used to answer this question, as we can compare the real

lattice with its perfectly periodic counterpart and figure out the displacement/strain. This

approach is based on the Lawler-Fujita drift-correction algorithm [130]. The same method

has been successfully applied in several different materials to determine the local atomic

displacement or strain [131–134]. Here we give a brief explanation on how this method

works.

An STM topograph is a quasi-periodic function T (r) defined in 2-dimentional real space.

A perfectly periodic atomic lattice can be expressed in discrete Fourier series:

Tideal(r) =
∑
i

Hie
igi·r, (3.1)

where gi represents reciprocal lattice vectors. A real STM topograph, due to the thermal

and piezoelectric drift, is distorted from an ideal one. The real topograph can be expressed

as

Treal(r) =
∑
i

Hie
igi·(r−u(r)). (3.2)

Our goal is to find the displacement field u(r) such that after applying it to the original

topograph, i.e. moving the point at r to r − u(r), the processed topograph is perfectly

periodic. The key to do this is to realize that there is a difference in the length scale of

the T (r) field and the u(r) field. As the Bragg peaks in the FT of the raw topograph are

already very much well defined (only smeared out over a few pixels typically), u(r) varies in a

much larger length scale than T (r). Assuming over the length scale L, u(r) is approximately

constant but eig·r traverses multiple wavelengths, we can consider such an integral over the

entire plane:

Tj(r) =

∫
T (r′)e−igj ·r′ 1

2πL2
e
− |r′−r|2

2L2 dr′ (3.3)
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Plugging in Eq. 3.2, this integral reads

Tj(r) =

∫
Hje

−igj ·u(r′) 1

2πL2
e
− |r′−r|2

2L2 dr′ +
∑
i 6=j

∫
Hie

i(gi−gj)·r′e−igi·u(r′) 1

2πL2
e
− |r′−r|2

2L2 dr′

(3.4)

Making use of the assumption that over the length scale L near r, u(r′) ≈ u(r), we can take

the exponential terms containing u(r′) out of the integral, i.e.:

Tj(r) = e−igj ·u(r)
∫
Hj

1

2πL2
e
− |r′−r|2

2L2 dr′ +
∑
i 6=j

e−igi·u(r)
∫
Hie

i(gi−gj)·r′ 1

2πL2
e
− |r′−r|2

2L2 dr′

(3.5)

The first term contains an integral of a Gaussian and the second term contains the Fourier

transform of a Gaussian which is another Gaussian. The simplified equation reads

Tj(r) = e−igj ·u(r)Hj +
∑
i 6=j

e−igi·u(r)Hie
i(gi−gj)·re−

L2

2 |gi−gj |2 (3.6)

Note that the length scale L is large compared to the period of the lattice, i.e. |gi − gj | >>

1/L. Therefore e−
L2

2 |gi−gj |2 ≈ 0, hence

Tj(r) ≈ e−igj ·u(r)Hj (3.7)

To summarize, we compute Tj(r) for all Bragg peaks numerically using Eq. 3.3 from the

raw topograph and then find the displacement field u(r) using Eq. 3.7. Applying the u(r)

to the raw topograph, we can generate a drift-corrected topograph where each Bragg peak

is much better concentrated in one pixel. An example of drift correction on an atomically

resolved STM topograph is shown in Fig. 3.4.2.

34



(a)

(b)

(c)

(d)

raw drift-corrected

raw drift-corrected

10 nm

0 nm 0.19 nm

Figure 3.4.2: Drift correction. (a,b) Raw topograph and FT. (c,d) Drift-corrected topograph

and FT. Coarsening length scale used here is L = 2a where a is the lattice constant.

This is yet the end of the story. Thermal and piezoelectric drift usually causes a dis-

placement field varying on a large length scale and one can examine this on the u(r) maps

generated using the algorithm described above. However, if there are finer features in u(r)

maps, they could be real structural displacements in the material, i.e. strain. To extract the

real strain, we first filter out the long-wavelength background that is due to the thermal and

piezoelectric drift of the STM scanner by 2nd-degree-polynomial fitting the u(r) maps and
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subtracting that from the u(r) maps. Thereafter, according to the definition of the strain

tensor, i.e.

εxx εxy

εyx εyy

 =

 ∂ux
∂x

1
2(

∂ux
∂y +

∂uy
∂x )

1
2(

∂uy
∂x + ∂ux

∂y )
∂uy
∂y

 (3.8)

we can calculate each component of the strain tensor. The u(r) field can be decomposed

into any two orthogonal axes, not just x,y-axis, and the strain tensor can be calculated along

those two axes. It’s easy to prove the strain tensor satisfies a rotational transformation. For

example, assuming a,b-axis are clockwise rotated from x,y-axis by 45◦, strain tensors satisfy

εaa εab

εba εbb

 =

 1√
2

− 1√
2

1√
2

1√
2


εxx εxy

εyx εyy


 1√

2
1√
2

− 1√
2

1√
2

 (3.9)

Strain components calculated for the topograph in Fig. 3.4.2(a) are shown in Fig. 3.4.3.

They are calculated along Fe-Fe a,b-axis as defined in Fig. 3.4.1. Coarsening length scale as

defined above, L = 2a and L = 5a (a is the lattice constant) are used and shown separately.
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Figure 3.4.3: Strain components of the topograph as described in the text. (a-d) Strain

components uij = ∂ui/∂uj (i, j = a, b; a, b-axis are defined in Fig. 3.4.1) using L = 2a. (e,f)

symmetric and antisymmetric strain components uaa+ubb and uaa−ubb using L = 2a. (g-l)

corresponding strain components similar to (a-f) using L = 5a.

3.5 Dislocation Network Modeling and Theoretical Strain Maps

It is crucial to understand the origin of the structural modulation. We can attribute a

single, isolated structural ridge/trough to the imperfectness of the sample, but the grid-like

37



modulation observed here is not random. In fact, similar periodic structural modulations

have been reported in other epitaxial heterostructures, for example, in PbTe/PbSe(001)

[135] and in SnTe/PbSe [132, 134]. In those heterostructures, usually consisting of two

similar FCC rock salt materials with a small lattice mismatch, the origin of the structural

modulations is understood to be the edge dislocations [135]. Dislocations are line defects

embedded in the sample or usually appearing at the interface of a heterostructure. In lattice

mismatched epitaxial film growths, dislocation lines are a mechanism for strain relief when

the thickness of the film reaches a critical thickness hence large amount of strain energy is

accumulated [136]. For each dislocation line, the structural deformation looks essentially like

an additional or missing half plane of atoms on one side of the line as schematically shown

in Fig. 3.5.1.

(a)

b

(b)

Figure 3.5.1: Schematics of an edge dislocation. (a) Front view of the lattice structure

containing the extra half plane of blue atoms in the dashed box. b is the Burgers vector.

(b) 3D schematic of the edge dislocation.

Unless the dislocation lines form a grid or end at the edge of the sample, an isolated

dislocation core should ends as two threading dislocation impurities on the surface. The

threading dislocation impurities are direct evidence that the structural modulation lines are

caused by dislocations. We observe the threading dislocations in STM topographs where the

modulation grid is broken (Fig. 3.5.2).
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Figure 3.5.2: Threading dislocations observed on the surface of FeSe. (a) A 55× 55 nm area

containing at least six threading dislocation impurities. (b-d) Magnifications of three of the

threading dislocations outlined by green, blue and black boxes. Each little circle indicates an

Se atom. The numbers indicate the one atom offset on the two side of a dislocation impurity.

STM setup condition: (a) I set = 10 pA, V sample = 1 V.

The elastic properties of the dislocations have been studied and understood very well

on the classical level and can be found in numerous textbooks of this subject. Here we are

mainly interested in the displacement field and strain caused by the dislocation lines and
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the comparison between the theoretical strain field based on an edge dislocation model and

the experimental strain field extracted from atomically resolved STM topographs using the

Lawler-Fujita algorithm. It turned out the most elementary dislocation model, i.e. one that

assumes a homogeneous continuous medium, works quite well. Based on the derivation in

Ref. [137], the in-plane displacement field ux, in the bulk of continuum, of a single edge

dislocation line has the form:

ux =
b

2π

[
arctan

y

x
+

xy

2(1− ν)(x2 + y2)

]
(3.10)

where x is the distance to the dislocation core in the direction parallel to the Burgers vector

(in-plane) and y is the distance to the dislocation core along the out-of-plane direction; b is

the Burgers vector and ν the Poisson’s ratio.

As we are interested the displacement field on the surface of the film, an extra boundary

condition has to be taken into account while deriving the displacement field: the stress

should vanish in the direction normal to the surface. Therefore the ux field on the surface

should take the following form [138]:

ux =
b

π

[
− arctan

x

d
+

xd

(x2 + d2)

]
(3.11)

where d is the depth of the dislocation core from the surface. Note that of a single edge

dislocation line, the displacement parellel to it vanishes. Now taking the derivative of the

displacement would give us an estimate of the strain, i.e.

uxx = −2bd

π

x2

(x2 + d2)2
(3.12)

We set the Burgers vector to be 0.53 nm, i.e. the Se-Se distance along [110] direction in

the Se layer of the FeSe ML. The thickness d is set as 1.6 nm, which is roughly the thickness
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of 3 ML of FeSe. uxx is plotted as in Fig. 3.5.3(b) inset. To simulate the experimental strain

maps as shown in Fig. 3.4.3, we simply calculate the linear superposition of the strain field

caused by individual dislocation lines. For example, for uaa, we add up the strain caused

by each of the three dislocation lines roughly oriented along b-axis, and the same for ubb.

Fig. 3.5.3 demonstrates the theoretically calculated strain maps (we did 2-atom Gaussian

smoothing on them). S(r) map is calculated as the summation of uaa map and ubb map.

U(r) is calculated by subtracting ubb map from uaa map.
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Figure 3.5.3: (a-d) Calculated strain maps uaa, ubb, S(r) = uaa+ubb, U(r) = uaa−ubb. (b)

inset plots the uxx profile of a single edge dislocation line.

Note that since the uaa and ubb maps are calculated with respect to the undeformed lat-

tice constant of the substrate, so they always take negative values. However, since U(r) is the

difference between uaa and ubb, we can directly compare the landscape and the scale of ex-

perimental and theoretical U(r). They show remarkable resemblance (Fig. 3.5.4), indicative

of the edge dislocation as the major origin of the strutural modulation.
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Figure 3.5.4: Comparison between experimental and simulated U(r) maps.

3.6 Visualizing the Electronic Nematic Domains

As discussed in the introduction chapter, nematicity is a ubiquitous rotational-symmetry-

broken phase found in both iron pnictides and iron chalcogenides above the critical temper-

ature of the superconducting phase. The broken rotational symmetry appears both struc-

turally and electronically, and it has been generally believed they appear hand-in-hand. STM

is able to detect the structural symmetry breaking, as we have done in the previous section,

as well as electronic symmetry breaking using dI/dV maps.

We aquired dI/dV maps over the identical region shown in previous sections from -100

mV to 100 mV with the resolution 256× 256 pixels (Fig. 3.6.1, data can also be downloaded

from Ref. [139]). As discussed in the experimental techniques chapter, by doing so we are

able to visualize any spacially varying electronic density of states.
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Figure 3.6.1: STM setup condition: I set = 110 pA, V sample = -100 mV, V exc = 5 mV.

In the dI/dV maps (or sometimes I maps, which are dI/dV maps integrated over some V

range), we are able to discern several striking features. First, there are the irregularly shaped

contours, either brighter or darker than the rest of the map. Fig. 3.6.1 presents the evolution

of these contours as a function of the bias voltage. We denote the regions on the two sides of

the contours domain A and B (Fig. 3.6.2(b)). Second, in dI/dV maps at some of the biases

and, more prominently, in some current maps (Fig. 3.6.2(b)), we observe stripes that are not

dispersive as a function of energy (Fig. 3.6.2(c)). The stripes within one domain are oriented

along the same direction, but are orthogonal across the domain boundaries (Fig. 3.6.2(b)).

The nearest-neighbor spacing between the stripes is ∼1.8 nm. Finally, in contrast to the

non-dispersive charge stripes, we notice the dispersive C2-symmetric modulations pinned to

dumbbell-shaped impurities. The directions of the dispersion are again orthogonal in domain

A and B (Fig. 3.6.3).
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Figure 3.6.2: (a) Topograph. (b) Tunneling current map. A and B denote two orthogonal

nematic domains. Green and purple arrows point towards the non-dispersive stripe charge

order in domain A and B, respectively. Black, gray and white squares in (a) and (b) outline

three dumbell impurites. White dashed lines highlight the nematic domain boundaries. (c)

Charge stripes (in dI/dV maps) pinned by the impurity in the white square and they are

not dispersing as a function of bias. STM setup condition: (a) I set = 110 pA, V sample =

-100 mV; (b) I set = 110 pA, V sample = -100 mV; (c) I set = 110 pA, V sample = -100 mV,

V exc = 5 mV.
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Figure 3.6.3: C2-symmetric modulations pinned to dumbbell-shaped impurities. Top, middle

and bottom rows are associated with the impurities outlined by white, gray and black squares

in Fig. 3.6.2(b), respectively. The blue and white arrows are guides to the eye for the C2-

symmetric dispersions. STM setup condition: I set = 110 pA, V sample = -100 mV, V exc =

5 mV.

Similar C2-symmetric features have been reported in dI/dV maps acquired at the sur-

face of bulk iron pnictides [140–142] and chalcogenides [143–145], which are closely associated

with the nematic states. Particularly, they have also been reported on the surface of multi-

layer FeSe/SrTiO3 [146, 147]. In Ref. [146], the authors observed a maze-like nematic domain

pattern, which is not exactly the same as what we observed here. We ascribe the difference

to the different thickness of the film and we will address this in the remaining sections of

this chapter. The nearest-neighbor spacing of their stripes is ∼1.9 nm which is almost iden-

tical as our observation. The dispersion of the C2-symmetric modulations is also similar to

what we observed. Per Ref. [146], the non-dispersive stripes point to a local charge order

associated with the local magnetic order pinned by the impurities, which is embedded in the
46



nematic phase. In Fig. 3.6.2, domain A and B are associated with electronic nematicity of

two orthogonal orientations.

3.7 Interplay of Structural Modulation and Electronic

Nematicity

Now that we have obtained the strain maps and electronic dI/dV maps in the identical

region, we are able to explore their interplay on an atomic level. In bulk Fe-pnictides/chalco-

genides, the amount of structural orthorhombicity is characterized by a dimentionless pa-

rameter δ, defined as δ = (a− b)/(a+ b) [148]. Here, to a first approximation, antisymmetric

strain U(r) ≡ uaa − ubb ≈ 2δ. Therefore it is meaningful to compare the U(r) map and

dI/dV map. To do this, first we drift-correct the high resolution topograph acquired inde-

pendently and the lower resolution topograph acquired at the same time as the dI/dV map,

and rescale them such that they have identical Bragg peaks. Next, we align them perfectly

by adding a constant to the displacement field now that they have identical Bragg peaks.

Finally, with these displacement fields, we drift-correct the U(r) map (associated with the

high resolution topograph) and the dI/dV maps at all biases (associated with the lower

resolution topograph). After that, it is legit to superimpose the U(r) map on top of the

dI/dV maps to directly compare the local features.

In Fig. 3.7.1(c), the domain boundaries (white solid lines) of the electronic nematic

domains are superimposed on top of the experimental U(r) map. Even solely with bare

eyes without statistical investigations, we are able to discern the correlation of the structural

anisotropy and electronic nematicity, namely, within nematic domain A, the U(r) map is

colored orange by and large, and within nematic domain B violet. This is consistent with

the orientation of the charge stripes or the C2-symmetric modulations, i.e. if the charge-

stripe wave vector is oriented along a-axis, the lattice constant along a-axis would be larger

than the lattice constant along b-axis [146]. Notably, the impact of the electronic nematicity
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on the structural anisotropy can be found at the central region of each quadrilateral of

the structural modulation network, where in the simulated U(r) map U(rcentral) ≈ 0 (Fig.

3.5.4(b)), but in the experimental U(r) map it is further away from zero and highly correlated

with each electronic nematic domain (i.e. orange in A and violet in B).
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Figure 3.7.1: (a) STM topograph. Dashed lines denote the network of structural modula-

tions. a,b-axis are the Fe-Fe axes. (b) Tunneling current map acquired on the identical region

in (a). Solid white lines outline the electronic nematic domains A and B. (c) Experimental

U(r) map calculated from (a). Yellow and blue arrows point to where the decoupling of

structural anisotropy and electronic nematicity occurs. (d) A schematic showing electronic

nematic domains A and B. STM setup condition: (a) I set = 110 pA, V sample = -100 mV;

(b) I set = 110 pA, V sample = -100 mV.
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However, interestingly, there are minor regions that show apparent decoupling between

the structural anisotropy and the electronic nematicity, as pointed by the yellow and blue

arrows in Fig. 3.7.1(c). We note that in these regions the U(r) are mostly determined by the

edge dislocation lines instead of the electronic nematicity, as one can tell by comparing the

experiemental U(r) map and the simulated one and observing the similarities in those minor

regions. To statistically survey the correlation of the U(r) map and the electronic nematic

domains, we present the histogram of the value of U(r) in each pixel within electronic

nematic domain A and B (Fig. 3.7.2(a)). In nematic domain A, while 69% of the area

exhibits consistent orientations of structural anisotropy and electronic nematicity, there are

31% of the pixels that show the decoupling. In nematic domain B, the decoupled region

takes up 21% of the area.
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Figure 3.7.2: (a) Histogram of U(r) in electronic nematic domains A and B. (b) Magnifi-

cation of a single nematic domain B and the U(r) map in it. White dots and double lines

depict the Fe impurities and electronic stripes associated with the direction of electronic ne-

maticity. Dashed lines highlight the borders between regions of positive and negative U(r).

To understand the interplay of structural anisotropy and the electronic nematicity, we

first note that, based on the resemblance between the experimental U(r) map and the
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simulated one (Fig. 3.5.4), by and large the landscape of the antisymmetric strain is the

consequence of the dislocation network, which is a strain relief mechanism in the lattice

mismatched epitaxial growth. Particularly, in the minor regions with the decoupling, U(r)

is caused by the dislocations. Second, the decoupling is the direct microscopic evidence that

the nematicity is an electronic order instead of being secondary to the structural anisotropy.

Previously, it has been macroscopically proved that nematicity is an electronic order by

measuring the divergent nematic susceptibility, which is defined as dψ/dε, where ψ is the

resistivity anisotropy and ε is the strain [149]. Here, the decoupling directly suggests the

electronic nematicity exists independently, instead of being subsidiary to the strain, because

if it is, the strain of the opposite direction in those decoupled region would dictate the

opposite nematicity.

In the following, we use a simple phenomenological model to show that the decoupling

is a result of the (spatially) fast varying strain field, given that the electronic nematicity has

its own order. We assume the electronic nematicity is described by a Ising order parameter

field Ψi, where i denotes a single site assuming that the plane is represented by a 2D square

grid of lattice sites. Each site has Ψi = ±1, where the plus (minus) sign represents the

local nematicity oriented along a-axis (b-axis). To form the nematic order, we assume an

nearest-neighbor Ising term −α
∑

〈i,j〉ΨiΨj where the coupling parameter α > 0. The

elasto-nematic coupling can be represented by a linear term −β
∑

i UiΨi where β > 0 and

Ui is the antisymmetric strain at site i (assuming Ui = ±1). So the total energy is

H = −α
∑
〈i,j〉

ΨiΨj − β
∑
i

UiΨi (3.13)

Note that here the strain field is determined by the dislocation network, therefore it is

external. If Ui is constant over the whole plane, the ground state would simply be aligning

Ψi with Ui at all sites. However, if the Ui field forms domains of 1 and -1, although within
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the single domain it would be energetically favored to align Ψi with Ui, at the border of

Ui = 1 and Ui = −1 domains, there is an energy cost due to the first term in Eq. 3.13 if Ψi

is 1 on one side and -1 on the other side. If the size of the Ui domains are large, the border

energy cost might be neglible compared to the energy gain from aligning Ψi with Ui within

the area of the domain. However, if the Ui domains are small enough, the border energy will

be comparable to the energy gain from aligning Ψi with Ui, or even could result in a negative

net energy gain if Ψi is aligned with Ui everywhere. In this case, it might be energetically

favorable to form some decoupling between Ψi and Ui so that there is no energy cost from

the boundary between Ψi = 1 and Ψi = −1. Such an argument can be used to explain why

there is decoupling in Fig. 3.7.2(b): the antisymmetric strain U(r) changes sign in too small

a lengthscale, and the energy gain from couple the electronic nematicity 100% with U(r)

cannot compensate for the energy cost from the electronic boundary energy along the white

dashed lines.

3.8 Possible thickness-dependent structural modulations and the

electronic nematic responses

In the previous sections we discussed a structural modulation network, accompanying which

the electronic nematic patterns, that was observed at the surface of a four ML thick FeSe

film. The results have been published in Ref. [22]. In this section and the next section, we

show some additional results that have not been published yet as this thesis is being written.

We observe a distinct structural modulation network at the surface of a thicker FeSe

film with an estimated thickness of 8 ML or larger. The difference between this modulation

pattern and that observed at the surface of 4 ML FeSe film is two-fold. First, instead of

orienting themselves along Fe-Fe lattice directions as in the latter case (Fig. 3.8.1(a)), the

modulation lines (or dislocation lines) propogate along the Se-Se directions in the former case

(Fig. 3.8.1(c)). Also, in the 8 ML case, every structural peak in the network is at a similar
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height, in contrast to the 4 ML case where along each of the two orthogonal dislocation line

directions, the height of every other peak is higher (Fig. 3.8.1(a) black arrows), while each

structural peaks next to the higher ones are lower.
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Figure 3.8.1: Structural modulation patterns as a function of thickness. STM topographs

acquired at the surface of (a) 4 ML, (b) 5 ML and (c) >8 ML. a,b-axis denotes the Fe-Fe

lattice directions while x,y-axis denotes the Se-Se directions.

Interestingly, at the surface of a 5 ML FeSe film, we observe a similar modulation pattern

as 4 ML, i.e. an Fe-Fe oriented grid with higher/lower alternating grid nodes, but the higher

nodes in the 5 ML case stand out more (Fig. 3.8.1(b)). The higher nodes form another grid

that is 45◦ off the Fe-Fe oriented grid, and considering the fact that the Se-Se oriented grid

(Fig. 3.8.1(c)) is also oriented in that direction, we speculate that, as the thickness increases,

the higher nodes stand out more and more from the Fe-Fe grid, and eventually become the

Se-Se grid.

We measure the average distance between the nearest-neighbor higher nodes in the Fe-Fe

grids (Fig. 3.8.1 (a), (b) and (c); in the case of (c) Se-Se grid, this distance is the distance

between the nearest-neighbor nodes) and plot it as a function of the thickness (Fig. 3.8.2(a)).

We also fit the three data points based on the theoretical dislocation network spacing l as

a function of the thickness h in the same plot using the following equation (the Matthews
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model) (Fig. 3.8.2(a)) [150]:

l =
b

f − b
8πh(1+ν)

(ln(hb ) + 1)
(3.14)

where b is the Burgers vector in the Se-Se lattice and is the parameter to optimize here,

while the other two parameters - the lattice mismatch between FeSe and SrTiO3(001) f and

the Poisson ratio of FeSe ν - are fixed at 0.034 and 0.18 [151], respectively. The theoretical

curve shows great consistency with the measured dislocation spacing and moreover, the fitted

Burgers vector b is 0.367 nm, in agreement with the lattice constant of FeSe.
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Figure 3.8.2: (a) Se-Se dislocation network spacing as a function of thickness. Blue circles are

the average Se-Se dislocation spacing measured from Fig. 3.8.1(a-c) (see the text). Orange

curve is the fit based on the Matthews model. (b) Schematic of the two Burgers vectors

assumption. Top is the monolayer FeSe sandwich structure, where green circles stand for

the Se atoms and brown circles are Fe atoms. Bottom indicates the two Burgers vectors b1

and b2.

The consistency of the measured Se-Se dislocation spacing as a function of film thickness
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with the Matthews model supports our speculation that the higher nodes in the Fe-Fe dislo-

cation network in the thinner films evolve into the Se-Se dislocation network in the thicker

films. To understand the mechanism behind the dislocation network evolution as a function

of the thickness, we propose a “two Burgers vectors” assumption. There are two dislocation

orientations/networks, namely the Fe-Fe networks manifested in 4 ML and 5 ML as well

as the Se-Se networks manifested in >8 ML and also as the higher nodes in 4/5 ML. The

characteristic Burgers vectors of these two dislocation networks are b1 and b2, respectively

(Fig. 3.8.2(b)), corresponding to the lattice constant of the “Fe lattice” and the “Se lattice”

where the latter is the real lattice constant of FeSe. The relationship between b1 and b2 is

in agreement with the relationship between the Fe-Fe network and the Se-Se network (or in

4 ML, the higher nodes) in 4 ML (Fig. 3.8.1(a)), i.e. b2 can be obtained by rotating b1 by

45◦ and multiplying it by a factor of
√
2.

The self-energy per unit length of an edge dislocation line reads [136]

E =
Gb2

4π(1− ν)
ln(αR

b
) (3.15)

where G, ν and α are elastic constants, R is the distance from the dislocation line and b is

the Burgers vector. This equation favors a smaller Burgers vector to minimize the energy.

Therefore, the shorter Burgers vector, b1, of the “Fe lattice” is favored. However, b1 is

not the real periodic unit of the lattice but the Se-Se lattice vector, which is b2, is. We

hypothesize that, when the thickness is small enough, although b1 is not a legit Burgers

vector, because of the less self-energy of dislocations defined by b1 and the “Fe lattice”

being a “quasi periodic lattice”, it is favored to form the b1 dislocations instead of the b2

dislocations. However, when the thickness is greater than a threshold, which is 5 ML as

observed in 3.8.1, the Burgers vector has to be the real periodic unit of the lattice, so there

can only be the b2 dislocations.

A distinct landscape of electronic nematic domains is observed on the surface of thicker
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films, as shown in Fig. 3.8.3. Due to the Se-Se oriented dislocation lines, the pre-existing

strain is along Se-Se instead of Fe-Fe, therefore has much less impact in the fragmentation

of the electronic nematic domains. A much higher correlation of the U(r) calculated along

Fe-Fe directions and the electronic domains is observed. The domains are “maze-like” in this

case [146].

0 nm 0.15 nm 1.2%-1.2%low high

U(r)dI/dVTopo(a) (b) (c)

15 nm 15 nm 15 nm

Figure 3.8.3: The “checkerboard” dislocation pattern in the 8ML case and the resulting U(r)

map and electronic nematic domains. The contours outline the electronic nematic domains.

Interestingly, Fig. 3.8.3(b) exhibits a intensity contrast between the electronic nematic

domain A and B. In fact, such contrast is bias dependent (Fig. 3.8.4): from 0 mV to 40 mV,

there is no contrast; around 80-100 mV, the contrast between domain A and B is negative

and reaches the maximum; from 120 mV to 140 mV, the contrast is positive and peaks at 140

mV, although further investigation above 140 mV is desired. The energy difference between

the maximal negative contrast and the maximal positive contrast is ∼50 meV, consistent

with the energy scale of dxz dyz orbital splitting in FeSe [114]. We hypothesize the tip is

more sensitve to one of the dxz and dyz orbitals than to the other at certain biases [152]. We

have observed similar nematic contrast in other FeSe/SrTiO3 samples. Further more careful

investigation is needed.
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Figure 3.8.4: Nematic contrast in dI/dV maps.

3.9 Preliminary results on temperature and magnetic field

dependence of nematicity

Investigation of nematicity in Fe-based superconductors as a function of temperature is of

great importance for a couple of reasons. First, due to the complex interplays of the nematic

phase, the magnetic phase and also the superconducting phase, it is crucial to identify the

transition temperatures of each phase in order to reveal the relationship between the nematic

order, magnetic order and superconductivity [36]. Secondly, it is also interesting to explore

the interplay of the electronic nematicity and structural distortion above the nematic critical
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temperature, which provides the information of nematic susceptibility [110, 149, 153, 154].

The interplay between nematicity and magnetism is also an intriguing topic, especially

in the case of FeSe, where the nematic phase is not followed by a long range magnetic order

as the temperature is cooled down [155]. This is in contrast to the iron pnictides, where

typically there is an antiferromagnetic order upon cooling down from the nematic phase

[36]. There is ongoing debate on the origin of nematicity in iron-based superconductors,

whether it is a spin order or charge/orbital order [36, 156]. Investigation into the magnetic

field dependence of the electronic nematicity in our FeSe thin films may shed light on this

question.

Fig. 3.9.1 shows the STM topographs of the same 50× 50 nm region acquired at 5 K, 10

K, 20 K and 30 K. The U(r) maps are calculated from each of the topographs and do not

exhibit significant differences. The electronic nematic domains display a good correlation

with U(r) at 5 K as shown in Fig. 3.9.1(j). We were not able to acquire a high quality dI/dV

map at 30 K.
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Figure 3.9.1: Temperature dependence of U(r) and the electronic nematicity. (a)-(d) STM

topographs acquired at 5-30 K. (e)-(h) Corresponding U(r) derived from (a)-(d). (j) dI/dV

map aquired at 5 K. All maps have been drift-corrected to align with each other.
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Fig. 3.9.2 shows the magnetic field dependence of the topograph, U(r) and dI/dV map

acquired on the same region as an 8 T field is applied parallel to the c-axis. We do not observe

significant differences between the maps acquired in zero field and in an 8 T out-of-plane

field.
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Figure 3.9.2: Out-of-plane magnetic field dependence of U(r) and the electronic nematicity.

(a)-(c) STM topograph, U(r) and dI/dV map acquired at 5 K in zero field. (d)-(f) STM

topograph, U(r) and dI/dV map acquired at 5 K in an 8 T field parallel to the c-axis.

Knowing that an out-of-plane field up to 8 T would not caused significant change, we

mounted the sample on a 20◦ slanted STM sample holder and applied an 8 T field along the

tip direction. This is equivalent to a 2.74 T in-plane field and a 7.52 T out-of-plane field. Fig.

3.9.3 shows the magnetic field dependence of the topograph, U(r) and dI/dV map acquired
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on the same region as such a magnetic field is applied. Still, the difference between the top

row and the bottom row is insignificant.
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Figure 3.9.3: In-plane magnetic field dependence of U(r) and the electronic nematicity.

(a)-(c) STM topograph, U(r) and dI/dV map acquired at 5 K in zero field. (d)-(f) STM

topograph, U(r) and dI/dV map acquired at 5 K in a 2.74 T field parallel to the ab-plane

and a 7.52 T field perpendicular to the plane.

We note that the temperatures that we explored here are still well below the nematic

critical temperature [146] and the magnetic field we applied might be too small. Further

experiments at higher temperatures and in larger magnetic fields are desired.
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3.10 Conclusion

We synthesize FeSe thin films of thickness of a monolayer to ∼8 monolayers on the SrTiO3

substrates. A network of dislocation lines is observed when the thickness is greater than

2 ML, and such network shows a thickness-dependence. Modulation of the FeSe lattice,

as a result of the dislocation networks, was extracted quantitatively, and is found to be

remarkably consistent with theoretical results. The interplay of the lattice modulation and

the distribution of the nematic domains is analyzed.
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Chapter 4

Doping a topological insulator thin film with magnetic atoms

4.1 Introduction

As discussed in the Introduction Chapter, the ancestor of the topogical materials nowadays

is the integer quantum Hall effect discovered back in the 1980’s [49] and subsequently ex-

plained by the famous TKNN paper [54]. In 1988, Haldane [55] proposed another version

of the quantum Hall system where the time-reversal symmetry is broken by a complex stag-

gered magnetic flux pattern where the net flux is zero on a honeycomb lattice. This is the

earliest proposal of a quantum anomolous Hall effect, i.e. an external magnetic field is not

required to achieve quantized Hall conductance. However, such a model is challenging to

be experimentally realized. Years later, with the proposal and realization of the topological

insulators that preserve time-reversal symmtry [61, 157–159], it was theoretically proposed

and experimentally realized that by introducing long-range magnetic order in a topological

insulator, the time-reversal symmetry is broken and an exchange gap is opened in the surface

Dirac cone [160, 161]. Futhermore, chiral edge states and quantized Hall conductance can be

realized if Fermi energy is tuned into the exchange gap [160, 162]. Such quantum anomolous

Hall systems have been realized in magentically doped topological insulator thin films [100],

thin flakes of intrinsic magnetic topological insulators [163] and also moire graphene systems

[164].

In this chapter, I will introduce our effort in doping the magnetic Fe atoms in the topogical

insulator Bi2Se3 thin films using MBE. Synthesis method will be described in detai firstl,

and then I will discuss how we characterize the synthesized Fe: Bi2Se3 thin films.
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4.2 Synthesis of Fe-doped Bi2Se3 thin films

Fe-doped Bi2Se3 (Fe: Bi2Se3) thin films were grown on Nb-doped (0.05 wt%) SrTiO3(001)

(Shinkosha STEP) substrates. The substrates were sonicated in acetone and 2-propanol for

10 min each, dried in N2 gas and subsequently inserted into our MBE system (Fermion

Instruments) with a base pressure of ∼ 4 × 10−10 Torr. We first co-evaporated Bi and Se

to form a Bi2Se3 buffer layer, then co-evaporated Fe, Bi and Se to grow the Fe: Bi2Se3

films. The Bi2Se3 buffer layer was adopted to bridge the substrate and Fe-doped layers, as

the latter was found harder to be directly grown layer-by-layer on the substrates. Reflection

high-energy electron diffraction (RHEED) was used to monitor the growths. During the

growth, the substrates were kept at ∼230 °C monitored by a pyrometer. Fe (99%), Bi

(99.999%) and Se (99.999%) were stabilized in three Knudsen cells at 1030 °C, 493 °C and

145 °C, respectively. Nominally it takes ∼20 minutes to grow 1 quintuple layer (QL) of

Bi2Se3 as calculated from the QCM flux rates. The sample shown in the results section has

8 QL of Bi2Se3 as the buffer layer and 9.5 QL of Fe: Bi2Se3 on top of that. The sample

was post-annealed for 13 hours at the growth temperature, then quickly cooled them down

to room temperature and used vacuum suitcase chamber to transfer them to the STM.

4.3 Characterization

We start with examining the quality of the thin film. As a van der Waals layered material,

Bi2Se3 can be relatively handily grown on various substrates, such as Al2O3, SrTiO3(111),

Si(111) and graphene terminated 6H-SiC(0001) [165–173]. Here we use SrTiO3(001) as the

substrate. Despite the fact that the substrate surface has a square lattice in contrast to

the hexagonal lattice of Bi2Se3, the quality of the growth judged by the streaky RHEED

pattern of the Bi2Se3 buffer layer is surprisingly good Fig. 4.3.1(a). We note that there are

two sets of streak pattern indicated by the yellow and blue arrows. The spacing of the latter
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is
√
3 times of the former. They correspond to two twin domains of Bi2Se3, one rotated

by 30◦ from the other. Unlike the growths on hexagonal substrates, the formation of twin

domain cannot be eliminated when grown on a square lattice as in our case. Practically we

discovered that the 2D growth of Fe: Bi2Se3 was much more easily achieved on a Bi2Se3

buffer layer than directly grown on SrTiO3 (001) substrate. However, the Fe dopants induce

disorder into the growths, i.e. the growths of Fe: Bi2Se3 can no longer maintain perfectly

2D (Fig. 4.3.1(a) bottom).

A closer look at the quality of the Fe: Bi2Se3 films is achieved with the STM topographs.

Consistent with the overall streaky with a few dotty features RHEED pattern, the large

field-of-view (FOV) topograph of Fe: Bi2Se3 show clean and mostly flat landscape with

triangular-like steps formed by dislocation disorders (Fig. 4.3.1(b)). The step height is ∼1

nm. As we zoom in to a 40 nm by 40 nm FOV, we observe a considerable amount of dark

impurities with a uniform density distribution (Fig. 4.3.1(c)). We proceed to identify these

impurities in a smaller FOV atomically resolved STM topograph (Fig. 4.3.1(d)). The bright

lattice sites are the topmost Se sites in a quintuple layer (QL) of Bi2Se3. Within each of

the dark impurity, the center is a bright spot, and the position of that is at the center of

the triangle formed by three nearest topmost Se sites. By analyzing the lattice structure of

Bi2Se3, we conclude that the dark impurities are positioned at the Bi atoms closer to the

topmost Se layer, as indicated by the purple lattice plane (Fig. 4.3.1(e)).
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Figure 4.3.1: (a) RHEED images of the substrate, the Bi2Se3 buffer layer and the Fe-doped

Bi2Se3 layers. The yellow and blue arrows denote two sets of RHEED pattern (see text).

The dashed red circle outlines the sign of 3D growth. (b) Large-scale STM topograph. (c)

STM topograph showing the impurities. (d) Magnification of the region outlined by the

dashed white box in (c). Inset shows the lattice schematic superimposed on the topograph.

(e) Schematic of the crystal structure. The pink plane indicates the locations of the Fe

substitution.

The impurities most likely are Fe substitutions of Bi3+ as Fe3+ due to the uniform density

and the sizable amount of them. To quantify the doping ratio of Fe from the density of the

impurities, we count the number of the impurities in Fig. 4.3.1(c), calculate the number of

Bi2Se3 unit cells from the area of the FOV, and then find out the doping ratio. Hence the

doping ratio of Fe:Bi calculated from the STM topograph is ∼1%. Here we assume there is

no gradient of Fe density along the thickness of the film, i.e. each QL has the same amount

of Fe impurities as the topmost QL. The doping ratio calculated here is in drastic difference
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from the Fe doping ratio calculated from the flux rates of Fe and Bi measured by QCM, which

is ∼22.5%. The huge difference in the doping ratio is beyond the error of measurements,

inferring possible inhomogeneity of the Fe dopants. The hidden Fe dopants may reside as

intercalations, in twin domain boundaries or form clusters, or there could be a gradient of

Fe density along the thickness (or as an extreme case most of Fe atoms hide at the interface

between the thin film and substrate).

We then investigate the electronic properties of the same region of Fe:Bi2Se3 as in Fig.

4.3.1(d) by acquiring dI/dV(r, V) maps over an energy range of hundreds of meV (where I

is the tunneling current, V is the bias voltage applied to the sample) on a densely-spaced

pixel grid. Quasiparticle interference (QPI) wave pattern is clearly observed (Fig. 4.3.2(a)-

(f)). By Fourier transforming the dI/dV maps, we observe two QPI dispersing modes along

Γ-M directions (Fig. 4.3.2(g)) between 0.30 to 0.45 Å-1 and the energies range from 200 to

350 meV and from 350 to 500 meV, respectively, resulting in a q-dispersion velocity of ∼1

VÅ. We note that similar QPI modes have been reported in bulk Fe: Bi2Se3 [174], where

q ranges from 0.2 to 0.35 Å-1 and energies generally shifted up from our data and also a

smaller q-dispersion velocity. These differences could be the consequences of the different Fe

doping ratio and the different thickness of our sample from theirs. Despite the differences,

the close resemblance of our data and Ref. [174] is another evidence of the quality of the

sample.
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Figure 4.3.2: QPI electronic properties of Fe:Bi2Se3 thin film. (a)-(f) dI/dV maps (left)

and their FTs (right) at six biases from 250 mV to 500 mV. The FTs have been six-fold

symmetrized for a greater signal-to-noise. (g) FT linecut along the Γ-M direction denoted

in (a). Dashed lines serve as guide to the eye for the dispersions.

We proceed to characterize the magnetic properties of the sample by conducting magnetic

field sweep measurements. A hysteresis loop is observed with a coercive field of ∼25 Oe

(Fig. 4.3.3(b)). Subtracting the diamagnetic part of the signal which is ascribed to Bi2Se3

and the substrate, we extract the saturation magnetization as 6.8×10-6 emu. The average

magnetization of one Fe3+ ion is calculated to be 1.02 µB using the number of Fe atoms

calculated from the flux rate of Fe calibrated by QCM and the growth time. There are

possibly three spin configurations of Fe3+ d5 orbital in which the total spin S are 5/2,

3/2 and 1/2, and the corresponding magnetic moments are 5.92 µB, 3.88 µB and 1.73 µB,

respectively. The extracted average magnetization per Fe3+ is lower but close to these values.

The reason for the lower magnetization could be impurity phases, such as Fe7Se8, where the

average magnetization per Fe is only 0.25 µB (ref). The magnetization results agree with
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the nominal Fe doping ratio calculated from the flux rates calibrated using QCM.

To further support our argument that the observed Fe doping ratio in STM topographs is

drastically lower than the nominal one, we use energy-dispersive X-ray spectroscopy (EDX)

to directly analyze the composition of the samples (Fig. 4.3.3(a)). For a better signal-to-

noise of the Fe:Bi2Se3 layers, we choose a ∼69 QL Fe:Bi2Se3 sample with the same growth

conditions as the sample shown in Fig. 4.3.1 and Fig. 4.3.2. nFe : (nFe+nBi) was found to

be ∼24.8%, in consistency with the ratio calculated using QCM calibrated flux rates.
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Figure 4.3.3: (a) EDX characterization of the ∼69 QL Fe:Bi2Se3 thin film. (b) Magnetization

as a function of the in-plane magnetic field. The inset (black) shows the data with the DM

signal from the substrate and Bi2Se3. The red curve was calculated by subtracting the DM

signal, which was obtained by fitting the 1000-1500 Oe portion of the raw data.

4.4 Conclusion

We grow Fe:Bi2Se3 thin films on SrTiO3 (001) substrates and discover that the Fe doping

ratio calculated from STM topographs is ∼20 times lower than the nominal doping ratio,

which is cross-checked by QCM flux ratio, EDX composition analyses and magnetic sweep
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measurements. We conclude that there is possible Fe inhomogeneity in the possible forms of

clustering, intercalation, density gradient or impurity phases.
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Chapter 5

Kagome thin films FexSny: a playground for correlated states and

band topology

5.1 Introduction

A kagome lattice is a 2-dimensional corner-sharing triangular lattice (Fig. 5.1.1). It has three

sublattices A, B and C, as shown in the figure. A simple tight binding calculation involving

only the nearest-neighbor hopping terms would yield an interesting bandstructure [175–178].

Here I briefly derive it as follows.

A(i,j)

B(i,j)C(i,j)

A(i-1,j)

A(i,j+1)

a

b

C(i+1,j-1)

B(i-1,j)

→
AB

→
BC

→
CA

Figure 5.1.1: Kagome lattice structure and a simple tight binding calculation.

As shown in Fig. 5.1.1, there are sublattices A, B and C, and the real space labels (i,j)

are shown in the figure. The basis vectors are a = x̂ and b = x̂/2 +
√
3ŷ/2 assuming lattice

constant is 1. We use A† and A to denote the real space creation and annihilation operators

70



on site A (same for B and C). The Hamiltonian is

H =
∑
ij

(B
†
ijAij + C

†
ijBij + A

†
ijCij + C

†
i+1,j−1Aij + A

†
i,j+1Bij +B

†
i−1,jCij +H.c.) (5.1)

Plug in

Aij =
1√
N

∑
k

e−ik·Aij Ãk (5.2)

and the similar Fourier transforms for B and C sites (here Aij means the position vector of

site A(i,j)), we can convert the first term into

∑
ij

B
†
ijAij =

1

N

∑
ij

∑
k

eik·(Aij+
−−→
AB)B̃

†
k

∑
k′
e−ik′·Aij Ãk′

=
∑
k

eik·
−−→
ABB̃

†
kÃk

(5.3)

Here the vector
−→
AB is defined as in Fig. 5.1.1. Similarly, we can convert every term in Eq.

5.1 to k-space, and the resulting Hamiltonian is

Hk =

(
Ã
†
k B̃

†
k C̃

†
k

)
0 2 cos (k ·

−→
AB) 2 cos (k ·

−→
CA)

2 cos (k ·
−→
AB) 0 2 cos (k ·

−−→
BC)

2 cos (k ·
−→
CA) 2 cos (k ·

−−→
BC) 0



Ãk

B̃k

C̃k

 (5.4)

By diagonalizing this Hamiltonian, we can calculate the energy eigenvalues as follows:

E1(k) = −2

E2,3(k) = 1±

√
2(cos kx + cos (

kx +
√
3ky

2
) + cos (

kx −
√
3ky

2
)) + 3

(5.5)

We plot this band structure in Fig. 5.1.2. From the band structure, one can find three

interesting features. Firstly, there is a dispersionless band, or “flat band”, throughout the
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entire Brillouin zone. The vanishing kinetic energy is dominated by the electron-electron

correlation and there can potentially be exotic phenomena, such as unconventional super-

conductivity and magnetism, if the Fermi level is near the flat band [18, 179, 180]. Secondly,

there are the saddle points, namely the van Hove singularities, at the M points. The large

electronic density of states at these high symmetry points would potentially favor charge

density waves and/or other electronic phases, which has recently been experimentally found

in the AV3Sb5 (A=Cs, K, Rb) kagome materials [181–192]. Thirdly, there are Dirac points

located at the K and K ′ points of the Brillouin zone [192–195].

Dirac cone

van Hove singularity

flat band

k
x

k
y

E

BZ

Figure 5.1.2: Kagome band structure derived from the simplest tight-binding model.

If spin-orbit coupling and/or ferromagnetic ordering are included in the Hamiltonian,

gap openings can occur at both the quadratic touching point at Γ and also the linear Dirac
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touching at K/K ′ [175]. The Dirac gap opening can lead to topological insulator phase

or Chern insulator phase [177, 196, 197]. The flat band can also acquire a nonzero Chern

number and also have finite band width, and it may favor the fractional Chern insulator

phase (fractional quantum Hall state) [175, 198].

In this chapter, I will first discuss the selective MBE synthesis of the kagome magnet

thin films FeSn and Fe3Sn2 [80, 199]. I will then discuss the STM/S results on Fe3Sn2 and

a possible interpretation of the data [80].

5.2 Selective MBE synthesis of kagome magnet thin films FeSn

and Fe3Sn2

Quantum solids composed of atoms arranged on a kagome lattice are a versatile platform

to explore new electronic phenomena at the intersection of band topology and electronic

correlations [175, 177, 178, 200–205]. While the initial excitement behind these systems

stemmed from the possibility of realizing spin liquid phases [200, 206], recent experiments

revealed a range of other novel electronic phases that can emerge on a kagome lattice in the

presence of spin-orbit coupling, non-trivial Berry curvature and/or magnetism. These for

example include topological flat band [195, 207], Chern magnet phase [197], Weyl semimetal

phase and Fermi arcs [75], and various charge density waves [181–192].

In the pursuit of these exotic phenomena, family of FexSny kagome magnets has been of

particular interest [193, 194, 208–213]. They are characterized by a relatively simple crystal

structure (Fig. 5.2.1a-c) and magnetic ordering that can be tuned by the Fe:Sn composition

ratio and temperature [214–216]. Two distinct crystal structures – FeSn (antiferromagnetic

with Neel temperature TN ∼370 K [215]) and Fe3Sn2 (ferromagnetic with Curie tempera-

ture Tc ∼640-660 K [208, 214, 216]) – have emerged as model members of this family of

kagome magnets. The two compounds exhibit prototypical kagome lattice electronic struc-

ture consisting of Dirac fermions at the Brillouin zone boundary and dispersionless flat bands
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[193, 194, 209]. Fe3Sn2 also exhibits anomalous Hall response [194, 208] and a surprising

magnetic field induced electronic nematic response [210]. Theory further predicts that this

system should host ferromagnetic helical nodal lines [217]. The majority of experimental

work thus far has focused on the synthesis and exploration of bulk single crystals of FeSn

and Fe3Sn2. However, a controllable synthesis of thin film in these two crystal structures,

crucial for the application in devices and nano-patterned structures, has lagged behind the

bulk crystal growth. In particular, while FeSn thin films have recently been successfully

grown using molecular beam epitaxy (MBE) [218–220], MBE growth of Fe3Sn2 has been

difficult to successfully realize. Here we use MBE to synthesize and study thin films of

both FeSn and Fe3Sn2. By tuning the elemental flux ratio and the substrate temperature,

we demonstrate how each of the two structures can be created. We characterize the films

using electron and X-ray diffraction, magnetization measurements and scanning tunneling

microscopy/spectroscopy (STM/S) to evaluate structural, electronic and magnetic proper-

ties of our films. Our work provides a foundation for the application of FeSn and Fe3Sn2

thin films in mesoscale devices and heterostructure bilayers.

Crystal structure of FexSny materials is composed of two constituent layers, a kagome

Fe3Sn layer and a honeycomb Sn layer, stacked along the c-axis (Fig. 5.2.1a-c). In FeSn, the

hexagonal unit cell (a=b=5.31 Å, c=4.46 Å) consists of a honeycomb Sn layer and a kagome

Fe3Sn layer (Fig. 5.2.1b). The lattice structure of Fe3Sn2 is also hexagonal (a=b=5.34 Å,

c=19.79 Å), composed of alternating Fe3Sn bilayers and Sn layers that generate a 9-layer

unit cell (Fig. 5.2.1a).

To grow thin films of FeSn and Fe3Sn2, buffered hydrogen fluoride treated Nb-doped

(0.05 wt%) SrTiO3 (111) substrate (5 mm × 5 mm × 0.5 mm) (Shinkosha) was cleaned

in acetone and 2-propanol in an ultrasonic bath and then introduced into our MBE system

(Fermion Instruments) with a base pressure of ∼ 5 × 10−10 Torr. The substrate was first

slowly heated to the growth temperature (Table 5.1), which was continuously monitored by
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a pyrometer (emissivity=0.7). Thereafter, Fe (99%) and Sn (99.9999%) were co-evaporated

from individual Knudsen cells after the flux rates were calibrated using a quartz crystal

microbalance (QCM) (Table 5.1). For STM measurements, thin films were transferred using

a vacuum suitcase chamber held at 1× 10−9 Torr, and are never exposed to air. For ex-situ

X-ray diffraction and magnetization measurements, a brief exposure to air and the storage in

the desiccator over a course of few days did not seem to interfere with the sample properties.

Sample Fe temperature
(◦C)

Sn temperature
(◦C) Fe:Sn flux ratio Substrate temperature

(◦C)

A1, A2 1187 987 1:1 615
B 1187 976 1.3:1 615-626

C1, C2, C3 1187 970 1.3:1 660

Table 5.1: Growth parameters of samples.

Sample A1 A2 B C1 C2 C3

Thickness (nm) 243 979 343 230 46 20

Table 5.2: Thickness of samples.

We present data from films grown at three different temperatures: FeSn grown at ∼615 ◦C

(samples A1 and A2 with different thickness (Table 5.2)), Fe3Sn2 grown at ∼660 ◦C (samples

C1, C2 and C3 (Table 5.2)) and the mixture of the two structures grown at an intermediate

temperate ∼615 - 626 ◦C (sample B). Based on the morphology of the post-growth reflection

high-energy electron diffraction (RHEED) pattern, all films show high crystallinity (Fig.

5.2.1d-k). RHEED images at two high symmetry azimuthal angles separated by 30 degrees

also demonstrate the expected hexagonal ab-plane structure of the film surface. The spacing

between the streaks in the RHEED pattern of thin films is slightly larger than that of SrTiO3,

which is expected based on the differences in the bulk lattice constants.
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Figure 5.2.1: Crystal structures and reflection high energy electron diffraction (RHEED)

images. a, b Crystal structure of Fe3Sn2 and FeSn, showing layers composing a single unit

cell in each system. c The schematic of the Fe3Sn kagome layer. Blue spheres represent

Fe atoms and gray spheres represent Sn atoms. d-g RHEED images of SrTiO3 substrate,

samples A1, B and C3 in [101̄0] direction. h-k RHEED images of SrTiO3 substrate, samples

A1, B and C3 in [112̄0] direction.

Since in-plane lattice constants of FeSn and Fe3Sn2 are nearly identical, the two structures

cannot be easily distinguished from in-situ RHEED images. Therefore, to identify the exact

structure of each film, we use ex-situ room temperature X-ray diffraction with a copper Kα

source (Fig. 5.2.2). Sample A1, which was grown at the lowest temperature with Fe:Sn ∼1:1

flux ratio, primarily shows diffraction peaks (000l) (l=1,2) associated with FeSn, while the

Fe3Sn2 peaks are notably absent, indicating the epitaxial growth of FeSn phase. sample

C1, grown at the highest temperature and Fe:Sn ∼1.3:1 flux ratio, predominantly shows the

76



Fe3Sn2 diffraction peaks (000l) (l=3, 6 and 9). This behavior is consistent with the Fe-Sn

binary phase diagram, where lower temperature favors the formation of FeSn phase, while

higher temperatures favors the Fe3Sn2 phase [221]. We note that the sample B, synthesized

at an intermediate temperature and 1.3:1 flux ratio, shows the mixture of the two phases

(Fig. 5.2.2b).
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Figure 5.2.2: a-c X-ray diffraction measurements of samples A1, B and C1, as indicated in

the top left corner of each panel. Diffraction peaks consistent with FeSn (Fe3Sn2) phase are

labeled in red (green). The inset in each panel magnifies the relevant peaks within 39◦ - 42◦

range, where peaks related to the film and the substrate can be clearly distinguished. We

note that the peak at ∼44◦ is likely related to residual formation of small randomly oriented

FeSn clusters, as hypothesized in Ref. [219]. Data was acquired at 295 K using a copper Kα

source.
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We proceed to investigate magnetic properties of our films by measuring magnetization

(M) as a function of temperature (T) and in-plane magnetic field (H) using a magnetic

properties measurement system (Quantum Design MPMS3). For the FeSn thin film (sample

A2), M vs. T curve shows a bump at ∼369 K (Fig. 5.2.3b inset), which is consistent with

the onset of antiferromagnetic ordering at a nearly identical temperature as that observed in

FeSn bulk single crystals [215]. As expected, the net magnetic moment per Fe atom is very

small across the entire temperature range measured (Fig. 5.2.3b), consistent with the value

measured on bulk FeSn [222]. In contrast, the magnetic moment in Fe3Sn2 thin film (sample

C2) is ∼1-2 orders of magnitude larger (Fig. 5.2.3d). It saturates at +/- 1 T field applied

perpendicular to c-axis, which is indicative of ferromagnetic ordering in the film (Fig. 5.2.3d).

The saturation moment per Fe in our MBE-grown Fe3Sn2 thin films is comparable to that

in Fe3Sn2 films grown by magnetron sputtering [223] and bulk single crystals [194, 210].

We note that the expected Curie temperature of ∼640 -660 K [208, 214, 216] is beyond the

range of our MPMS, and we cannot identify it in this study. Nevertheless, the emergence

of ferromagnetism is further supported by the hysteresis in M vs H plot that we can clearly

observe at low temperature (inset in Fig. 5.2.3d).
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Figure 5.2.3: Magnetic properties of FeSn and Fe3Sn2 thin films. a Magnetization (M)

vs. magnetic field (H) raw data of FeSn thin film (sample A2). b M vs. H curves of the

same sample A2 after the diamagnetic substrate moment (inset in c) is subtracted out. The

ferromagnetic-shaped part of the curves near zero field in a,b is possibly due to residual

amounts of Fe3Sn2 impurity phase or excess Fe. Inset in b shows the M vs. temperature (T)

curve of sample A2 obtained in 104 Oe field after the substrate contribution is subtracted out.

c, d M vs. H data of Fe3Sn2 (sample C2) before (c) and after (d) subtracting the substrate

moment. Inset of d shows ferromagnetic hysteresis loop of sample C2 after subtracting the

substrate moment, acquired at 2 K. Magnetic field was applied parallel to the ab-plane in

all panels.
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Lastly, we explore the surface structure and surface magnetic properties using low-

temperature STM/S at ∼4.5 K (Unisoku USM1300). Atomically-resolved STM topographs

of both FeSn (sample A1) and Fe3Sn2 (sample C3) films show the expected hexagonal lat-

tice structure (Fig. 5.2.4a,e). Large-scale STM topograph of FeSn also shows atomic steps,

each consistent with a single unit cell height of FeSn (Fig. 5.2.4b). Differential conductance

dI/dV spectra acquired on the surface of the FeSn film are not sensitive to externally applied

magnetic field, and look remarkably similar to the dI/dV spectra obtained on the Sn surface

of FeSn bulk single crystals (Fig. 5.2.4c,d). This provides further support that the electronic

structure of our FeSn thin films is similar to that of FeSn bulk single crystals. STM results

on the Fe3Sn2 films will be discussed in the next section.

We also examine the layer stacking in Fe3Sn2 in an STM topograph across an Fe3Sn-

Fe3Sn step (Fig. 5.2.5a). The insets show that the local minima in the topograph correspond

to the Sn atoms, so we pick out the local minima represented by the yellow single pixels in

Fig. 5.2.5b. By connecting these points along a-axis or b-axis seperately on the upper layer

and lower layer by the orange and blue lines, and by comparing the relative spacing between

these lines, we find a consistent stacking to the ideal Fe3Sn2 lattice (Fig. 5.2.5c).
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Figure 5.2.4: a STM topograph of FeSn thin film (sample A1). b Topographic height profile

across atomic steps with single unit cell height, denoted by the red line in the inset. c dI/dV

spectra acquired on FeSn thin film (sample A1) that show no magnetic field dependence. d

dI/dV spectra acquired on the Sn surface of bulk FeSn sample, which closely resemble those

on FeSn thin film in c. STM setup conditions: a Iset = 500 pA, Vsample = 100 mV; b Iset =

10 pA, Vsample = 1 V.
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In summary, we synthesize FeSn and Fe3Sn2 thin films on top of SrTiO3(111) substrates

using molecular beam epitaxy. We characterize structural properties of the films by using in-

situ RHEED imaging, ex-situ X-ray diffraction and scanning tunneling microscopy, which all

confirm the expected surface and bulk structure of the films. Magnetization measurements

as a function of temperature and magnetic field show signatures of antiferromagnetism and

ferromagnetism, consistent with FeSn and Fe3Sn2, respectively. Lastly, we confirm that the

STM topograph and the dI/dV spectra acquired on the FeSn thin film is comparable to

the bulk single crystals. Future experiments could explore the effects of strain on electronic

and magnetic properties of FeSn and Fe3Sn2 by for example using substrates with different

lattice constants or by exploring films of reduced thickness.

5.3 Plethora of spectral features in Fe3Sn2 thin films

With the high quality of the Fe3Sn2 thin film, we next explore its electronic properties

using STM/S. dI/dV spectra of the films are found to be generally consistent with those

from the bulk material [209]. The upturn at E0 is consistent with Ref. [209] where it was

attributed to the flat band. The spectra are robust across a large area over the sample,
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showing minimal effect of the defects (Fig. 5.3.1(b)). FT of the L-maps ((dI/dV)/(I/V))

exhibits predominantly diffuse scattering wave vectors near the center, but a enhanced signal

is observed near E0 in the radially averaged linecut of the FT of the L-maps. A minimal

thickness-dependence (Fig. 5.3.1(c) inset) shows the robustness of the electronic structure of

our films.
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Figure 5.3.1: (a) Large region STM topograph. Inset shows the FT of a L-map

((dI/dV)/(I/V)) for bias V = -150 mV. (b) dI/dV spectra taken along the vertical line

in (a). E0 denote the upturn associated with the flat band [209]. (c) Radially averaged

linecut starting from the center of the FT of L-map. Inset indicates the consistency of E0

between two films of different thicknesses. STM setup conditions: a Iset = 96 pA, Vsample

= 12 mV; inset in a, b-c Iset = 1 nA, Vsample = 300 mV, Vexc = 5 mV.

Next we turn to the spectral features in the vicinity of EF. Remarkbly, there are six peaks

discerned in the dI/dV spectra within EF ± 50 mV which all disperse when a magnetic field

along c-axis is applied (Fig. 5.3.2(a)). By calculating the numerical second derivative of the

dI/dV spectra, these features are even better manifested (Fig. 5.3.2(b)).
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Figure 5.3.2: Plethora of dI/dV features tunable by field. (a) Average dI/dV spectra acquired

in different fields. (b) Second derivative of (a). (c),(d) Waterfall plots of dI/dV and the

second derivative as a function of the field, including the negative fields. (e) Dispersion of

the dI/dV features in field, extracted from (b).

The peak dispersion apparently saturates at ∼1 T, indicating that the dispersion is driven

by the rotation of the magnetic moments as the magnetization data also exhibits a saturation

at 1 T (Fig. 5.2.3). Furthermore, applying a field antiparallel to the c-axis yield the same

dispersion (Fig. 5.3.2(c,d)). By identifying the local minima in the second derivative plot,

which correspond to the peaks in dI/dV spectra, we extract the dispersion of the six peaks
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in field (Fig. 5.3.2(e)).

To further verify the extracted peak dispersion, we also use an alternative method. Since

the dI/dV spectra within (-100,0) mV is generally flat (Fig. 5.3.1(b)), we can use three

Gaussians to fit the three peaks E1,2,3. Fig. 5.3.3(a-f) display the raw dI/dV spectra (blue

circles) and the fits (thick green curves). The fitting turns out to be extremely good. The

dispersion of peaks E1,2,3 is extracted by plotting the Gaussian centers (Fig. 5.3.3(g)), and

it is highly consistent with the dispersion extracted by the second derivative method.
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Figure 5.3.3: (a-f) Negative bias portion of the dI/dV spectra (blue circles) fitted by three

Gaussian curves (thin lines). Thick green curves are the sum of three Gaussians. (g) Dis-

persion of E1,2,3 extracted from the center of the three Gaussians as a function of field.

Furthermore, we observe quasiparticle interference (QPI) features in the dI/dV(r, V)

maps. The main scattering wave vector q1 corresponds to the scattering between Brillouin

zone corners (K,K ′ points) (Fig. 5.3.4(a)). These QPI signal appears within a small bias

range and exhibits a field-dependence similar to the dI/dV features (Fig. 5.3.4(b,c)).
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5.4 Interpretation of the spectral features in the context of Weyl

physics

In this section I will try to provide a possible interpretation of our data. Although magnetic

field tunability is common in magnetic materials, for example in Ref. [224], it is extremely

rare to observe as many as six tunable features in the vicinity of EF. While Landau levels

can produce many dI/dV peaks [225–227], it is ruled out here as the dispersion of the dI/dV

peaks saturates at 1 T. Ref. [210] suggests a Dirac gap modulation, however, this is again

unlikely in our case because the Dirac cones observed by ARPES in Fe3Sn2 bulk materials

reside well below EF [194].

Interestingly, recent ab initio calculations suggest the existence of six sets of Weyl points

within EF±50 meV in Fe3Sn2, assuming the magnetization is polarized out-of-plane [217].

By comparing the energy of the dI/dV peaks E1-E6 and the energy of the Weyl points W1-

W6, we find them to be remarkably consistent (Fig. 5.4.1(a)). Since a pair of Weyl nodes

in the bulk is accompanied by the Fermi arc surface state connecting the surface projection

of the two nodes, enhancement in dI/dV spectra can be understood as the contribution of

DOS from the surface Fermi arc states of the six sets of Weyl points [228, 229]. Furthermore,

Weyl points are predicted to be tunable by rotating the magnetization [230, 231], which may

explain the peak dispersion in magnetic field that we observe.

The QPI signatures are another piece of evidence supporting the Weyl physics interpre-

tation. Theoretically predicted Weyl nodes W4 are located near the Brillouin zone corners,

whose Fermi arc states, if assumed to be localized near W4, would facilitate quasiparticle

scattering between K,K ′ points, which is consistent with the QPI signatures q1 in our data

(Fig. 5.4.1(b)). Moreover, the energy window (5-20 meV) where q1 appears is compatible

with the energy of W4 (Fig. 5.3.4).

Putting all the pieces of evidence together, our data is highly consistent with the calcu-

lated Weyl points in Fe3Sn2.
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Figure 5.4.1: Comparison of spectral features and calculated Weyl points. (a) Comparison

of dI/dV peak energy and the energy of the six sets of Weyl points. (b) Schematic of Fermi

arcs of W4 (left), their auto-correlation (middle) and the experimental FT of L-maps. (c)

Schematic of the tunability of the Fermi arc states as the magnetization is rotated out-of-

plane and the modulation of the DOS.

5.5 Conclusion

We implement a simple MBE synthesis recipe for the selective synthesis of the FeSn and

Fe3Sn2 thin films. We cross-check the quality of the films by measuring the structural,

magnetic and electronic properties using RHEED, XRD, STM/S and SQUID. In Fe3Sn2

thin films, we discover a plethora of spectral features and find that it is highly consistent

with a set of theoretically proposed Weyl points.

The successful synthesis of the FexSny thin films offers a platform for exploring the
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correlated and topological states. Further experiments include using other experimental

probes to study the Weyl physics, studying the strain effects by depositting the films on

different substrate materials, and pursuing ultra-thin limit of these kagome structure.
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