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Abstract
In complex analysis, analytic continuation is a common and important tool to

study the properties of complex functions. In this paper, we will introduce and de-
fine the global zeta function with an associated function f , where f is a polynomial
with n variables with integer coefficients. With the usage of p-adic integration, we
can conclude that the global zeta function is analytically continued to all s ∈ C
when f is the sum of squares with n variables.

1. Introduction
Let f ∈ Z[x1, x2, · · · , xn] be a polynomial with integer coefficients, one natural

question is to find out all of its zero solutions. In general, it is a difficult task to
do, especially for a polynomial with several variable. However, it is easier to find
the zero solutions locally. In other words, we can investigate the zero solutions of
f in the finite group (Z/dZ)n, for any positive integer d.

Let Nf (d) represents number of zero solutions for f in (Z/dZ)n and this data
can be placed into a global zeta function

(1) Zf (s) =
∞∑
d=1

Nf (d)
ds+n , s ∈ C converging when Re(s) ia large

One motivation to study this kind of global zeta function is that it appears in the
constant term of Eisenstein series of certain arithmetic hyperbolic manifolds [6]. It
turns out that for some special polynomials f , its associated global zeta function
can be analytically continued to all s ∈ C. One method to show that result is we
first rewrite the global zeta function into a product of local zeta functions, then
using stationary phase formula [1] and p-adic integration to show that each local
zeta function can be written as a composition of local factors of Riemann zeta
functions. In this paper, we will assume f(x1, · · · , xn) =

∑n
i=1 x

2
i to be the sum of

squares with n variables and then its associated global zeta function can be evulated
as follow:

Theorem 1. For f(x1, · · · , xn) =
∑n
i=1 x

2
i and Re(s) > 1, we have:

∞∑
d=1

Nf (d)
ds+n =



(1−2−n−2s+2−
n
2 −1−2s)ζ(n+2s)ζ(1+s)ζ(n2 +s)

(1−2−
n
2 −1−s)(1+2−

n
2 −s)ζ(n2 +1+s)ζ(n+2s)

where n ≡ 4 (mod 8)
(1−2−n−2s−2−

n
2 −1−2s)ζ(n+2s)ζ(1+s)ζ(n2 +s)

(1−2−
n
2 −1−s)(1+2−

n
2 −s)ζ(n2 +1+s)ζ(n+2s)

where n ≡ 0 (mod 8)
(1−2−n−2s−2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 5 (mod 8)
(1−2−n−2s+2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 1 (mod 8)
(1−2−n−2s+2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 7 (mod 8)
(1−2−n−2s−2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 8 (mod 3)

where ζ(s) =
∏
p

1
1−p−s . For the case when n ≡ 2 (mod 4), we have

∞∑
d=1

Nf (d)
ds+n = (1− 2−n−2s)ζ(1 + s)ζ(n+ 2s)

L(n2 + 1 + s, χ)L(n2 + s, χ)

where L(s, χ) =
∑∞
n=1

χ(n)
ns =

∏
p

1
1−χ(p)p−s is the Dirichlet L-function with χ,

the Dirichlet character that is defined on primes



χ(p) =


1 p ≡ 1 (mod 4)
−1 p ≡ 3 (mod 4)
0 p = 2

Since ζ(s) and L(s, χ) have analytical continuation to C, this formula gives an
analytical continuation to Zf (s).

2. p-adic integration

2.1. p-adic integers Zp

Before we proceed to the p-adic integration, it is convenient to know some basic
properties of p-adic integers Zp. We will define Zp as follow:

Zp = {(a1, a2, · · · ) ∈
∞∏
i=1

Z/piZ | aj ≡ ak (mod pj), j < k}

for any prime number p. Using this definition, there is a natural way to define a
valuation for every element of Zp [2]:

Defintion 1. For any nonzero x ∈ Zp, the p-adic valuation of x, denoted vp(x),
is the index of the first nonzero entry in the p-adic expansion of x. For x = 0, we
defined that vp(0) =∞.

Defintion 2. Z×p is the multiplicative group of invertible elements in Zp.

Theorem 2. (1) Z×p = {a ∈ Zp : vp(a) = 0}

(2) Every nonzero a ∈ Zp can be uniquely written as pn · u with n ∈ Z≥0 and
u ∈ Z×p .

Proof. (1) Let a ∈ Zp such that vp(a) = 0. So we can write a = (a1, a2, · · · ),
where ai - p for each ai in the sequence. Therefore, each ai has an unique
inverse a−1

i in Z/piZ. Therefore, the inverse for a is simply

a−1 = (a−1
1 , a−1

2 , · · · )

Conversely, if a ∈ Z×p and vp(a) = n > 0 for some positive integer n. So
we can represent

a = (0, · · · , 0, an+1, · · · )

Clearly a does not have a multiplicative inverse since every element mul-
tiply by 0 is not equal to 1.

(2) Let a 6= 0 ∈ Zp and suppose vp(a) = m. So we can write

a = (0, 0, · · · , an+1, · · · )

which means a = pm · u for some u ∈ Zp. But vp(u) = 0 =⇒ u ∈ Z×p .
Moreover, u is unique and so is the representation pm · u.

�



2.2. The field of p-adic integers Qp and its topology
We will start with a proposition:

Proposition 1. Zp is an integral domain.

Proof. This is can be checked by the definition of p-adic valuation. That is, suppose
there are two non-zero elements x1, x2 ∈ Zp such that x1 · x2 = 0, then we have

vp(0) = vp(x1 · x2) = vp(x1) + vp(x2) =∞

This is not possible since both vp(x1), vp(x2) are finite when x1, x2 are non-zero.
�

Now since Zp is an integral domain, we can denote its field of fraction K(Zp) =
Qp, the field of p-adic integers. Using the valuation on Zp, we can define a metric
dp on Qp [1]:

dp(x, y) =
{
p−vp(x−y) , if x− y 6= 0
0 , if x− y = 0

for any x, y ∈ Qp. Moreover, the associated metric topology is generated by the
open balls

Br(a) = {x ∈ Qp : dp(x, a) ≤ pr}

where r ∈ Z. In addition, we can explicitly describe the open ball

Br(a) = a+ prZp

2.3. p-adic integration on Qp

Theorem 3. Let (G, ·) be a locally compact topological group. There exists a Borel
measure dx, unique up to multiplication by a positive constant, such that

∫
U
dx > 0

for every non-empty Borel open set U , and
∫
x·E dx =

∫
E
dx, for every Borel set E.

Proof. See [1, Thm 3.1].
�

Since (Qp,+) is a locally compact topological group, it has a Haar measure dx.
Furthermore, we can normalize the measure by the condition∫

Zp
dx = 1

so that dx is unique. Inductively, we also have the condition∫
Znp
dnx = 1

Although it is invariant under addition, which means∫
a+U

dnx =
∫
U

dnx

for any a ∈ Qp and U a Borel set. But consider a ∈ Q×p , we then have this
property



(2)
∫
aU

dnx = |a|np
∫
U

dnx

We can understand equation (2) as a way of changing variable, which is going
to be useful for the computation later on.

2.4. Global and local zeta functions
Theorem 4.

Zf (s) =
∞∑
d=1

Nf (d)
ds+n =

∏
p∈P

( ∞∑
k=0

Nf (pk)
pk(s+n)

)

where P represents the set of prime numbers and f ∈ Z[x1, · · · , xn].

Before we proved the equality above, we need the following lemma:

Lemma 1. Let d ∈ Z and according to the fundamental theorem of arithmetic,
there exists a unique way to rewrite it as a product of prime numbers (up to signs
and order):

d = pe1
1 · p

e2
2 · · · pemm

where each of pi are distinct primes and ei are positive integers. Then we have

Nf (d) = Nf (pe1
1 ) ·Nf (pe2

2 ) · · ·Nf (pemm )

for any polynomial f ∈ Z[x1, · · · , xn].

Proof. Let ki be a zero solution of f in Z/peii Z. According to the Chinese Reminder
Theorem, there exists a unique k ∈ Z/(pe1

1 · · · pemm )Z = Z/dZ such that k ≡ ki
(mod Z/peii Z). There are a total of

∏m
i=1 Nf (peii ) choices and the uniqueness from

the Chinese Reminder Theorem shows the desired equality.
�

Now we can prove theorem 3:

Proof. Let M be a fixed positive integer, then consider the difference

∏
p∈P
p≤M

( ∞∑
k=0

Nf (pk)
pk(s+n)

)
−
∑
d∈A

Nf (d)
ds+n

where A is the set of integers that has prime factors less than M . On the other
hand, denote B to be the set of integers that at least has prime factor that is strictly
greater than M . Then we have



∏
p∈P
p≤M

( ∞∑
k=0

Nf (pk)
pk(s+n)

)
−
∑
d∈A

Nf (d)
ds+n =

∑
d∈B

Nf (d)
ds+n

=⇒

∣∣∣∣∣∣∣∣
∏
p∈P
p≤M

( ∞∑
k=0

Nf (pk)
pk(s+n)

)
−
∑
d∈A

Nf (d)
ds+n

∣∣∣∣∣∣∣∣ ≤
∑
d∈B

∣∣∣∣Nf (d)
ds+n

∣∣∣∣

=⇒

∣∣∣∣∣∣∣∣
∏
p∈P
p≤M

( ∞∑
k=0

Nf (pk)
pk(s+n)

)
−
∑
d∈A

Nf (d)
ds+n

∣∣∣∣∣∣∣∣ ≤
∑
d∈B

∣∣∣∣Nf (d)
ds+n

∣∣∣∣ ≤ ∑
d>M

∣∣∣∣Nf (d)
ds+n

∣∣∣∣
As M → ∞, the last sum approaches to 0 since we assumed the global zeta

function converges for some sufficiently large Re(s). So we finished the proof.
�

From theorem 3, to calculate Zf (s), it suffices to calculate

Z
(p)
f (s) =

∞∑
k=0

Nf (pk)
pk(s+n)

for each p.

Remark 1. For a general polynomial, it was proved by Igusa that Z(p)
f (s) is a

rational function of p−s, so can be analytically continued to all of C. So what
follows is that we calculate these functions explicitly for our choice of f .

Defintion 3. Let f(x) ∈ Zp[x1, · · · , xn] \ Zp, we set

I
(p)
f (s) :=

∫
Znp\f−1(0)

|f(x)|sp dnx, s ∈ C,Re(s) > 0

Proposition 2 (1, Proposition 5.3).

Z
(p)
f (s) =

1− p−s · I(p)
f (s)

1− p−s , for Re(s)>0

Proof. Note that

Z
(p)
f (s) =

∫
Znp\f−1(0)

|f(x)|sp dnx =
∞∑
j=0

p−js
∫
{x∈Znp :|f(x)|=p−j}

dnx

On the other hand,

{x ∈ Znp : |f(x)| = p−j} = {x ∈ Znp : ord(f(x)) = j}
= {x ∈ Znp : ord(f(x)) ≥ j} \ {x ∈ Znp : ord(f(x)) ≥ j + 1}

where ordp(x) = vp(x), the p-adic valuation of x. Now take x0 ∈ Znp satisfying
ord(f(x0)) ≥ j, then, by using Taylor expansion,

f(x0 + pjz) = f(x0) + pj
n∑
j=1

∂f

∂xi
(x0)(xi − x0,i) + p2j(higher order terms)



we have ord(f(x0 + pjz)) ≥ j, for all z ∈ Znp , i.e. ord(f(x0 + pjZnp )) ≥ j. This
fact implies:

(i) x0 ∈ (Zp/pjZp)n satisfies f(x0) ≡ 0 (mod pj)

(ii) Aj := {x ∈ Znp : ord(f(x)) ≥ j} =
⊔

f(x0)≡0 (mod pj)

x0 + pjZnp

(iii)
∫
Aj

dnx = Nf (j) · p−jn

Therefore,

I
(p)
f (s) =

∞∑
j=0

p−js
(
Nf (j) · p−jn −Nf (j + 1) · p−(j+1)n

)
=
∞∑
j=0

Nf (j) · p−js−jn −
∞∑
j=0

Nf (j + 1) · p−js−(j+1)n

=
∞∑
j=0

Nf (j) · (p−np−s)j − ps
∞∑
j′=1

Nf (j′) · (p−np−s)j
′

= Z
(p)
f (s)− ps · (Z(p)

f (s)− 1)

=⇒ Z
(p)
f (s) =

1− p−s · I(p)
f (s)

1− p−s
�

2.5. Stationary Phase Formula
Here is another important proposition that we need to use in doing the compu-

tation:

Proposition 3 (Stationary Phase Formula). Take E ⊂ Fnp and denote by S the
subset consisting of all a ∈ E such that f(a) ≡ ∂f

∂xi
(a) ≡ 0 mod p, for 1 ≤ i ≤ n.

Denote by E,S the preimages of E,S under reduction mod p map Znp → Fnp , and
by N the number of zeros of f(x) in E. Then

∫
E

|f(x)|sp dnx = p−n(#E −N) + p−n−s(1− p−1)(N −#S)
1− p−1−s +

∫
S

|f(x)|sp dnx

Proof. See [1, Proposition 6.1]
�

The idea is to find out what is I(p)
f (s), where f is the sum of squares with n

variables, via stationary phase formula, then using proposition 2 to evaluate each
series Z(p)

f (s). After evaluating each Z
(p)
f (s) for every p ∈ P, we can rewrite the

right hand side from theorem 3 as a composition of local factors of Riemann zeta
functions.



3. Computation

3.1. p = 2
Here are some examples with p = 2:

Example 1. Suppose f = x2
1, then E = F1

p and S = {0} since ∂f
∂x1
≡ 2x1 ≡ 0

(mod p). Then E = Zp and S = {pZp} and N = |{0}| = 1. In fact, when p = 2, we
have |S| = N , where f(x) ∈ Zp[x1, . . . , xn] \ Zp is the sum of square(s). So using
stationary phase formula, we obtain:

∫
Zp
|f(x)|sp dx = p−1(p− 1) + p−1−s(1− p−1)(1− 1)

1− p−1−s +
∫
pZp
|f(x)|sp dx

= 1− p−1 +
∫
Zp
|(px1)2|sp d(px)

= 1− p−1 + p−1
∫
Zp
|p2 · x2

1|sp dx

= 1− p−1 + p−1−2s
∫
Zp
|f(x)|sp dx

=⇒ I
(2)
f (s) = 1− p−1

1− p−1−2s

So we have

Z
(2)
f (s) =

1− p−s · I(2)
f (s)

1− p−s =
1− p−s · 1−p−1

1−p−1−2s

1− p−s = 1 + p−1−s

1− p−1−2s

Observation 1. Let p = 2. If f(x) ∈ Zp[x1, . . . , xn] \ Zp is a sum of square(s),
then

S = {number of zeros of f(x) in E}

Proof. This is straightforward to show since every partial derivative ∂f
∂xi

= 2xi ≡ 0
(mod p) and every element in S is also a zero of the function f(x) in E. So the
equality holds. �

Example 2. For this example, let f =
∑5
i=1 x

2
i . We first find that E = F5

p,

S = {(0, 0, 0, 0, 0), (1, 1, 0, 0, 0), . . . , (1, 1, 1, 1, 0)}

Note that we can categorize the S into different forms. For example, there are a
total of

(5
2
)

= 10 of zero solutions of the form with two variables with value of
1; similarly, there are a total of

(5
4
)

= 5 of zero solutions of the form with four
variables with value of 1. As a result, we have preimages E = Z5

p and

S = {V1 = (pZp)5, V2 = (1 + pZp)2 × (pZp)3, V3 = (1 + pZp)4 × (pZp)}

In addition,



N =
(

5
0

)
+
(

5
2

)
+
(

5
4

)
= 16 = p4

Then stationary phase formula says that:

∫
Z5
p

|f(x)|sp dnx = p−5 · (p5 − p4) +
∫
V1∪V2∪V3

|f(x)|sp dnx

= 1− p−1 +
(

5
0

)∫
V1

|f(x)|sp dnx+
(

5
2

)∫
V2

|f(x)|sp dnx+
(

5
4

)∫
V3

|f(x)|sp dnx

Note that we can split the integral into different parts is because Vi, Vj are
pairwise disjoint when i 6= j. So we compute each integral separately:∫

V1

|f(x)|sp dnx =
∫

(pZp)5
|f(x)|sp d5x = p−5−2s

∫
Z5
p

|f(x)|sp d5x

For V2, we have

∫
V2

|f(x)|sp dnx =
∫

(1+pZp)2×(pZp)3
|f(x)|sp d5x

= p−5
∫
Z5
p

|(1 + px1)2 + (1 + px2)2 + (px3)2 + (px4)2 + (px5)2|sp d5x

= p−5−s
∫
Z5
p

|1 + px1 + px2
1 + px2 + px2

2 + px2
3 + px2

4 + px2
5|sp d5x

= p−5−s

Observation 2.

1 + px1 + px2
1 + px2 + px2

2 + px2
3 + px2

4 + pxp5 ≡ 1 6= 0 (mod p)

Thus, we have |1 + px1 + px2
1 + px2 + px2

2 + px2
3 + px2

4 + px2
5|p = 1.

For V3, we have

∫
V3

|f(x)|sp dnx =
∫

(1+pZp)4×(pZp)
|f(x)|sp d5x

= p−5
∫
Z5
p

|(1 + px1)2 + (1 + px2)2 + (1 + px3)2 + (1 + px4)2 + (px5)2|sp d5x

= p−5−2s
∫
Z5
p

|1 + x1 + x2
1 + x2 + x2

2 + x3 + x2
3 + x4 + x2

4 + x2
5|sp d5x

Let g(x) = 1 + x1 + x2
1 + x2 + x2

2 + x3 + x2
3 + x4 + x2

4 + x2
5, then observation 2

does not necessarily apply to g(x). However, it is clear that xi + x2
i ≡ 0 (mod p)

in the finite field Fp, where p = 2. This forces x5 = 1 so that g(x) ≡ 0 (mod p).
Now use stationary phase formula for g(x): E = F5

p, note that not every partial
derivative is equal to 0 in mod 2, such as ∂

∂xi
= 1 + 2xi 6≡ 0 (mod p), for 1 ≤ i ≤ 4.

As a result, S = ∅. The preimages E = Z5
p and S = ∅ and the zero of g(x) is

{(x1, . . . , x4) ∈ F4
p, x5 = 1} =⇒ N = p4.



∫
Z5
p

|g(x)|sp d5x = p−5 · (p5 − p4) + p−5−s(1− p−1)(p4 − 0)
1− p−1−s = 1− p−1

1− p−1−s

Thus, ∫
V3

|f(x)|sp dnx = p−5−2s · 1− p−1

1− p−1−s

Combining these three terms all together, we obtain∫
Z5
p

|f(x)|sp dnx = 1− p−1 + p−5−2s
∫
Z5
p

|f(x)|sp d5x+ 10 · p−5−s + 5 · p−5−2s · 1− p−1

1− p−1−s

I
(2)
f (s) =

∫
Z5
p

|f(x)|sp d5x = 1− p−1−s − p−1 + p−2−s + 10 · p−5−s − 15 · p−6−2s + 5 · p−5−2s

(1− p−5−2s)(1− p−1−s)

So we have:

Z
(2)
f (s) =

1− p−s · I(2)
f (s)

1− p−s

= 1− p−s + p−1−2s − p−2−2s − 11 · p−5−2s + 16 · p−6−3s − 5 · p−5−3s

(1− p−5−2s)(1− p−1−s)(1− p−s)

Example 3 (general case). Now let f be the sum of squares with n variables, we
have E = Fnp and

S =

V0 = {every variable is equal to 0}
(
n
0
)

V2{only two of variables are equal to 1}
(
n
2
)

V4 = {only four of variables are equal to 1}
(
n
4
)

...
...

Vm = {only m of variables are equal to 1}
(
n
m

)
where m is the largest even number that is smaller or equal to n. Then the

preimages E = Znp and

S =

V0 = (pZp)n
(
n
0
)

V2 = (1 + pZp)2 × (pZp)n−2 (
n
2
)

V4 = (1 + pZp)4 × (pZp)n−4 (
n
4
)

...
...

Vm = (1 + pZp)m × (pZp)n−m
(
n
m

)
Theorem 5.

n∑
k=0

(
n

k

)
= 2n

One can show the equality above is to use Pascal’s identity
(
n+1
k

)
=
(
n
k−1
)

+
(
n
k

)
.

More importantly, we have the following corollary:
Corollary 1.

n∑
k odd

(
n

k

)
=

n∑
k even

(
n

k

)
= 2n−1



Proof. There are two cases:
• Suppose n is odd, then we can write

n∑
k=0

(
n

k

)
=
(
n

0

)
+ · · ·+

(
n

n

)
=
((

n

0

)
+
(
n

n

))
+
((

n

1

)
+
(

n

n− 1

))
+ · · ·

But notice that
(
n
k

)
=
(
n

n−k
)
, where if k is odd then n − k is even, or k

is even then n − k is odd. In other words, for every
(
n
k

)
and k is odd, we

can find
(
n

n−k
)
such that

(
n
k

)
=
(
n

n−k
)
. This splits the

∑n
k=0

(
n
k

)
into two

components with the same sum, which is the desired equality.

• Suppose n is even, using Pascal’s identity we have

n∑
k=0

(
n

k

)
=

n∑
k=0

(
n− 1 + 1

k

)

=
n∑
k=0

(
n

k − 1

)
+
(
n

k

)

Similarly as above, for every
(
n
k

)
with k odd, we can find a unique

(
n
k−1
)
,

where k is even. So we obtain the desired equality.
�

From corollary 1, it is clear that N = 2n−1 when f(x) =
∑n
i=1 x

2
i . So using

stationary phase formula:

∫
Znp
|f(x)|sp dnx = p−n · (pn − pn−1) +

∫
V0∪···∪Vm

|f(x)|sp dnx

= 1− p−1 +
n∑

i even

(
n

i

)∫
Vi

|f(x)|sp dnx

If i = 0, then we have:

(
n

0

)∫
V0

|f(x)|sp dnx =
∫

(pZp)n
|f(x)|sp dnx

=
∫
Znp
|
n∑
i=1

(pxi)2|sp dn(px)

= p−n−2s
∫
Znp
|f(x)|sp dnx

If i = 2, then we have:



(
n

2

)∫
V2

|f(x)|sp dnx =
∫

(1+pZp)2×(pZp)n−2
|f(x)|sp dnx

= p−n−s
∫
Znp
|1 + p · h(x)|sp dnx

= p−n−s

More specifically, let h(x) = (
∑2
i=1 xi + x2

i ) + (
∑n
j=3 x

2
j ).

If i = 4 for some k ≤ n, then we have

∫
V4

|f(x)|sp dnx =
∫

(1+pZp)4×(pZp)n−4
|f(x)|sp dnx

= p−n
∫
Znp
|p2 · g(x)|sp dnx

= p−n−2s
∫
Znp
|g(x)|sp dnx

where g(x) = 1 + (
∑4
i=1 xi + x2

i ) + (
∑n
j=5 x

2
j ). But if we apply stationary phase

formula for g(x), we have E = Fnp and S = ∅, since ∂
∂xi
6≡ 0 (mod p) for 1 ≤ i ≤ 4.

The preimages will be E = Znp and S = ∅. Furthermore, the zeros of g(x) in
modular p is independent of choices of xi, where 1 ≤ i ≤ 4, because xi + x2

i ≡ 0
(mod p). In other words, the zero solutions of g(x) consists of the form where in
the sum

∑n
j=5 x

2
j , there has to be odd number of variables equal to 1 and there are

a total number of

n−5+1∑
k odd

(
n− 5 + 1

k

)
Since each form has p4 distinct choices from xi + x2

i , thus

N = p4 ·
n−5+1∑
k odd

(
n− 5 + 1

k

)
= p4 · pn−5 = pn−1

Thus, we have

∫
Znp
|g(x)|sp dnx = p−n · (pn − pn−1) + p−n−s(1− p−1)(pn−1)

1− p−1−s = 1− p−1

1− p−1−s

So when i = 4, we have(
n

4

)∫
V4

|f(x)|sp dnx =
(
n

4

)
· p−n−2s · 1− p−1

1− p−1−s

Notation 1. In fact, the polynomial above g(x) will appear frequently in the later
computation, so we will denote ga(x) = (

∑a
i=1 xi+x2

i )+(
∑n
j=a+1 x

2
j ), where a < n.

Let i > 4 even such that 4 - i, then we can write i = 2 · k = p · k for some odd
number k:



∫
Vi

|f(x)|sp dnx =
∫

(1+pZp)i×(pZp)n−i
|f(x)|sp dnx

= p−n−s
∫
Znp
|k + p · gi(x)|sp dnx

= p−n−s

On the other hand, if i > 4 and 4 | i but 8 - i, then we can write i = p2 · k for
some odd number k:∫

Vi

|f(x)|sp dnx =
∫

(1+pZp)i×(pZp)n−i
|f(x)|sp dnx

= p−n−2s
∫
Znp
|k + gi(x)|sp dnx

Apply stationary phase formula for the polynomial h(x) = k+gi(x), where gi(x)
is defined above, we have: E = Fnp and S = ∅, since ∂

∂xj
6≡ 0 (mod p), for 1 ≤ j ≤ i.

So the preimages are E = Znp and S = ∅. Moreover, the zero solutions of h(x) is
dependent of number of variables whose value is 1. Since k is odd, we need to have
odd numbers of variables in the second sum of gi(x) equal to 1. Thus,

N = pi ·
n−i∑
k odd

(
n− i
k

)
= pi · pn−i−1 = pn−1

So

∫
Znp
|k + gi(x)|sp dnx = p−n · (pn − pn−1) + p−n−s(1− p−1)(pn−1)

1− p−1−s = 1− p−1

1− p−1−s

Now suppose 8 | i and we can write i = k · pm, where k ∈ Z+ and m ≥ 3, then
we have∫

Vi

|f(x)|sp dnx =
∫

(1+pZp)i×(pZp)n−i
|f(x)|sp dnx

= p−n−2s
∫
Znp
|pm

′
+ gi(x)|sp dnx , 1 ≤ m′ ≤ log2(n)

Apply stationary phase formula for the polynomial h(x) = pm
′+gi(x). We have:

E = Fnp and S = ∅, since ∂
∂xj
6≡ 0 (mod p), for 1 ≤ j ≤ i. So the preimages are

E = Znp and S = ∅. Moreover, the zero solutions of h(x) is dependent of number
of variables whose value is 1. Since pm′ is odd, we need to have even numbers of
variables in the second sum of gi(x) equal to 1. Thus,

N = pi ·
n−i∑
k even

(
n− i
k

)
= pi · pn−i−1 = pn−1

So



∫
Znp
|pm

′
+ gi(x)|sp dnx = p−n · (pn − pn−1) + p−n−s(1− p−1)(pn−1)

1− p−1−s = 1− p−1

1− p−1−s

I
(2)
f (s) =

∫
Znp
|f(x)|sp dnx

= 1− p−1 +
n∑

i even

(
n

i

)∫
Vi

|f(x)|sp dnx

= 1− p−1 + p−n−2s · I(2)
f (s) +

n∑
4 - i ,i>0

(
n

i

)
· p−n−s +

n∑
4 | i ,i>0

(
n

i

)
· p−n−2s · 1− p−1

1− p−1−s

I
(2)
f (s) =

1− p−1 +
∑n

4 - i ,i>0
(
n
i

)
· p−n−s +

∑n
4 | i ,i>0

(
n
i

)
· p−n−2s · 1−p−1

1−p−1−s

1− p−n−2s

Denote C =
∑n

4 - i ,i>0
(
n
i

)
and D =

∑n
4 | i ,i>0

(
n
i

)
, then Z(2)

f (s) will be:

Z
(2)
f (s) =

1− p−s · I(2)
f (s)

1− p−s

=
1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

Now we want to find out the exact value of C and D. Consider the following
equation:

(1 + i)n + (1− i)n =
(

n∑
k=0

(
n

k

)
1n−kik

)
+

 n∑
j=0

(
n

j

)
1n−j(−i)j


=
(

n∑
k=0

(
n

k

)
ik

)
+

 n∑
j=0

(
n

j

)
(−i)j


=

 n∑
k≡0 (mod 4)

(
n

k

)
(i)k

+

 n∑
k≡1 (mod 4)

(
n

k

)
(i)k

+

 n∑
k≡2 (mod 4)

(
n

k

)
(i)k


+

 n∑
k≡3 (mod 4)

(
n

k

)
(i)k

+

 n∑
j≡0 (mod 4)

(
n

j

)
(−i)j

+

 n∑
j≡1 (mod 4)

(
n

j

)
(−i)j

+

 n∑
j≡2 (mod 4)

(
n

j

)
(−i)j

+

 n∑
j≡3 (mod 4)

(
n

j

)
(−i)j


= 2 ·

 n∑
k≡0 (mod 4)

(
n

k

)− 2 ·

 n∑
k≡2 (mod 4)

(
n

k

)
= 2 · (D + 1− C)



Moreover, we can also evaluate the expression on the left side in four different
cases:
Observation 3.

If n ≡ 0 (mod 4), (1 + i)n + (1− i)n = (−p2)k · p where n = 4k
If n ≡ 1 (mod 4), (1 + i)n + (1− i)n = (−p2)k · p where n = 4k + 1
If n ≡ 2 (mod 4), (1 + i)n + (1− i)n = 0 where n = 4k + 2
If n ≡ 3 (mod 4), (1 + i)n + (1− i)n = (−p2)k+1 where n = 4k + 3

Proof. First note that

(1 + i)4 = (1− i)4 = −4 = −p2

So for any n ≡ 0 (mod 4), we can write n = 4k for some k ∈ Z+. Therefore we
have

(1 + i)n + (1− i)n = (1 + i)4k + (1− i)4k

= (−p2)k + (−p2)k

= (−p2)k · p

Then consider (1 + i)1 + (1 − i)1 = p, so for any n ≡ 1 (mod 4), we can write
n = 4k + 1 for some k ∈ Z+, Therefore we have

(1 + i)n + (1− i)n = (1 + i)4k · (1 + i) + (1− i)4k · (1− i)
= (1 + i)4k · p

= (−p2)k · p

Now consider (1 + i)2 + (1− i)2 = 0, so for any n ≡ 2 (mod 4), we have

(1 + i)n + (1− i)n = (1 + i)4k · (1 + i)2 + (1− i)4k · (1− i)2

= (1 + i)4k · [(1 + i)2 + (1− i)2]
= 0

Since (1 + i)3 + (1− i)3 = −p2, so for any n ≡ 3 (mod 4), we have

(1 + i)n + (1− i)n = (1 + i)4k · (1 + i)3 + (1− i)4k · (1− i)3

= (1 + i)4k · [(1 + i)3 + (1− i)3]
= (−p2)k · (−p2)
= (−p2)k+1

�

From Corollary 1, we obtained that C +D + 1 = pn−1. Combining with obser-
vation 3, we then can find out the exact value of C and D:

(1) When n ≡ 2 (mod 4), we have p · (D+ 1−C) = 0 =⇒ D+ 1 = C. So we
have this system of equations:

D + 1 = C

C +D + 1 = pn−1



Solving this system of equations, we obtain that C = pn−2 and D =
pn−2 − 1. Substitute them into Z(2)

f (s), we have

Z
(2)
f (s) =

1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

=
1− p−n−2s − p−s + p−1−s − pn−2 · p−n−2s − (pn−1 − 1) · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

= 1− p−n−2s − p−s + p−n−3s

(1− p−n−2s)(1− p−s)(1− p−1−s)

= 1
1− p−1−s

This makes sense since we obtained the same result when using station-
ary phase formula directly for n = 2.

Z
(2)
f (s) = 1

1− p−1−s

(2) When n ≡ 3 (mod 4) and k is odd, we have the system of equations:

p · (D + 1− C) = p2k+2

C +D + 1 = pn−1

We then have C = pn−2 − p2k and D = p2k+1 + pn−2 − p2k − 1, thus:

Z
(2)
f (s) =

1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

= 1− p−n−2s − p−s + p2k−n−2s + p−n−3s − p2k−n−3s

(1− p−n−2s)(1− p−s)(1− p−1−s)

= 1− p−n−2s + p2k−n−2s

(1− p−n−2s)(1− p−1−s)

(3) When n ≡ 3 (mod 4) and k is even, we have the system of equations:

p · (D + 1− C) = −p2k+2

C +D + 1 = pn−1

We then have C = pn−2 + p2k and D = pn−1 − pn−2 − p2k − 1, thus:



Z
(2)
f (s) =

1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

= 1− p−n−2s − p−s − p2k−n−2s + p2k−n−3s + p−n−3s

(1− p−n−2s)(1− p−s)(1− p−1−s)

= 1− p−n−2s − p2k−n−2s

(1− p−n−2s)(1− p−1−s)

(4) When n ≡ 0, 1 (mod 4) and k is even, we have the system of equations:

p · (D + 1− C) = p2k+1

C +D + 1 = pn−1

We then have C = pn−2− p2k−1 and D = pn−1− pn−2 + p2k−1− 1, thus:

Z
(2)
f (s) =

1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

= 1− p−n−2s − p−s + p2k−n−1−2s − p2k−n−1−3s + p−n−3s

(1− p−n−2s)(1− p−s)(1− p−1−s)

= 1− p−n−2s + p2k−n−1−2s

(1− p−n−2s)(1− p−1−s)

(5) When n ≡ 0, 1 (mod 4) and k is odd, we have the system of equations:

p · (D + 1− C) = −p2k+1

C +D + 1 = pn−1

We then have C = pn−2 + p2k−1 and D = pn−1− pn−2− p2k−1− 1, thus:

Z
(2)
f (s) =

1− p−n−2s − p−s + p−1−s − C · p−n−2s −D · p−n−3s · 1−p−1

1−p−1−s

(1− p−n−2s)(1− p−s)

= 1− p−n−2s − p−s − p2k−n−1−2s + p2k−n−1−3s + p−n−3s

(1− p−n−2s)(1− p−s)(1− p−1−s)

= 1− p−n−2s − p2k−n−1−2s

(1− p−n−2s)(1− p−1−s)

Therefore, we finished computing Z(p)
f (s) when p = 2:



Z
(2)
f (s) =



1−2−n−2s−22k−n−1−2s

(1−2−n−2s)(1−2−1−s) n ≡ 0, 1 (mod 4), where n = 4k or n = 4k + 1 and k is odd
1−2−n−2s+22k−n−1−2s

(1−2−n−2s)(1−2−1−s) n ≡ 0, 1 (mod 4), where n = 4k or n = 4k + 1 and k is even
1

1−2−1−s n ≡ 2 (mod 4)
1−2−n−2s+22k−n−2s

(1−2−n−2s)(1−2−1−s) n ≡ 3 (mod 4), where n = 4k + 3 and k is odd
1−2−n−2s−22k−n−2s

(1−2−n−2s)(1−2−1−s) n ≡ 3 (mod 4), where n = 4k + 3 and k is even

3.2. p > 2
Remark 2. Recall the stationary phase formula and it is easy to check that S =
{0} for any prime p > 2 for our choice of f . Therefore, it is expected that the
computation in this section will be easier compared to the previous one.

Now consider the case when p > 2 with the same polynomial:

f = x2
1 + x2

2 + · · ·+ x2
n

Then we have the following conditions:

E = Fnp =⇒ E = Znp
S = {0} =⇒ S = (pZp)n

So the stationary phase formula says that

∫
Znp
|f(x)|sp dnx = p−n · (pn −N) + p−n−s(1− p−1)(N − 1)

1− p−1−s +
∫

(pZp)n
|f(x)|sp dnx

= 1− p−n ·N + p−n−s(1− p−1)(N − 1)
1− p−1−s + p−n−2s ·

∫
Znp
|f(x)|sp dnx

We have to find N , which represents number of zeros of f in E. Since we want
to calculate:

#{(a1, · · · , an) | a2
1 + a2

2 + · · ·+ ann ≡ 0 (mod p)}

which is equal to the following expression:



N = 1
p
·

 ∑
a∈Z/pZ

∑
(x1,··· ,xn)∈Z/pZ

e
2πi
p ·a(x2

1+···+x2
n)


= 1
p
·
∑
a

( ∑
x1,··· ,xn

e
2πi
p (ax2

1) · e
2πi
p (ax2

2) · · · e
2πi
p (ax2

n)

)

= 1
p
·
∑
a

(∑
x

(e
2πi
p ax2

)n
)

= 1
p
·
∑
a=0

(∑
x

(e
2πi
p ax2

)n
)

+ 1
p

∑
a6=0

(∑
x

(e
2πi
p ax2

)n
)

= pn−1 + 1
p

∑
a6=0

(Gp(a))n

= pn−1 + 1
p

∑
a6=0

((
a

p

)
Gp(1)

)n

where
(
a
p

)
is the Legendre symbol and

Gp(a) =
∑

x∈Z/pZ

e
2πi
p ax2

Consider the following theorem:

Theorem 6. Let p > 2 be a prime number, then

Gp(1) =
{ √

p p ≡ 1 mod 4
i
√
p p ≡ 3 mod 4

Proof. See [5].
�

In other words, the number N is determined by n, the number of variables, and
the prime number p. Using the expression and the theorem above, we can obtain
N in the following cases:

(1) Let n ≡ 0 (mod 4) and p ≡ 1 (mod 4), then we can write n = 4k for some
nonnegative integer k:

N = pn−1 + 1
p

∑
a6=0

((
a

p

)
Gp(1)

)n

= pn−1 + 1
p
· (p− 1) ·

((
a

p

)
√
p

)4k

= pn−1 + 1
p
· (p− 1) · p2k

= pn−1 + p2k − p2k−1



(2) Let n ≡ 0 (mod 4) and p ≡ 3 (mod 4), then we can write n = 4k and

N = pn−1 + 1
p

∑
a 6=0

((
a

p

)
Gp(1)

)n

= pn−1 + 1
p
· (p− 1) ·

((
a

p

)
i
√
p

)4k

= pn−1 + 1
p
· (p− 1) · p2k

= pn−1 + p2k − p2k−1

(3) Let n ≡ 1 (mod 4) and p ≡ 1 (mod 4) and write n = 4k + 1,

N = pn−1 + 1
p

∑
a6=0

((
a

p

)
Gp(1)

)4k+1

= pn−1 + 1
p

∑
a6=0
·
((

a

p

)
√
p

)4k
·
((

a

p

)
√
p

)
= pn−1

(4) Let n ≡ 1 (mod 4) and p ≡ 3 (mod 4) and write n = 4k + 1,

N = pn−1 + 1
p

∑
a 6=0

((
a

p

)
Gp(1)

)4k+1

= pn−1 + 1
p

∑
a 6=0
·
((

a

p

)
i
√
p

)4k
·
((

a

p

)
i
√
p

)
= pn−1

(5) Let n ≡ 2 (mod 4) and p ≡ 1 (mod 4) and write n = 4k + 2,

N = pn−1 + 1
p

∑
a 6=0

((
a

p

)
Gp(1)

)4k+2

= pn−1 + 1
p

∑
a 6=0
·
((

a

p

)
√
p

)4k
·
((

a

p

)
√
p

)2

= pn−1 + 1
p
· (p− 1) · p2k · p

= pn−1 + p2k+1 − p2k

(6) Let n ≡ 2 (mod 4) and p ≡ 3 (mod 4) and write n = 4k + 2,



N = pn−1 + 1
p

∑
a6=0

((
a

p

)
Gp(1)

)4k+2

= pn−1 + 1
p

∑
a6=0
·
((

a

p

)
i
√
p

)4k
·
((

a

p

)
i
√
p

)2

= pn−1 + 1
p
· (p− 1) · p2k · −p

= pn−1 − p2k+1 + p2k

(7) Let n ≡ 3 (mod 4) and p ≡ 1 (mod 4) and write n = 4k + 3,

N = pn−1 + 1
p

∑
a 6=0

((
a

p

)
Gp(1)

)4k+3

= pn−1 + 1
p

∑
a 6=0
·
((

a

p

)
√
p

)4k
·
((

a

p

)
√
p

)3

= pn−1

(8) Let n ≡ 3 (mod 4) and p ≡ 3 (mod 4) and write n = 4k + 3,

N = pn−1 + 1
p

∑
a6=0

((
a

p

)
Gp(1)

)4k+3

= pn−1 + 1
p

∑
a6=0
·
((

a

p

)
i
√
p

)4k
·
((

a

p

)
i
√
p

)3

= pn−1

In conclusion, we have

N =


pn−1 + p2k − p2k−1 n ≡ 0 (mod 4) and p ≡ 1, 3 (mod 4)
pn−1 n ≡ 1, 3 (mod 4) and p ≡ 1, 3 (mod 4)
pn−1 + p2k+1 − p2k n ≡ 2 (mod 4) and p ≡ 1 (mod 4)
pn−1 − p2k+1 + p2k n ≡ 2 (mod 4) and p ≡ 3 (mod 4)

Once we find out the exact value for N and using stationary phase for-
mula, we then can find Z(p)

f (s) when p > 2:

Z
(p)
f (s) =


1−p−n−1−2s+p2k−n−s−p2k−n−1−s

(1−p−n−2s)(1−p−1−s) n ≡ 0 (mod 4) and p ≡ 1, 3 (mod 4)
1−p−n−1−2s

(1−p−n−2s)(1−p−1−s) n ≡ 1, 3 (mod 4) and p ≡ 1, 3 (mod 4)
1−p−n−1−2s+χ(p)p2k+1−n−s−p2k−n−s

(1−p−n−2s)(1−p−1−s) n ≡ 2 (mod 4)

where the character χ is defined on prime numbers:

χ(p) =


1 p ≡ 1 (mod 4)
−1 p ≡ 3 (mod 4)
0 p = 2



Now recall theorem 3 and we can rewrite global zeta function Zf (s) as
a Euler product, that is:

∞∑
d=1

Nf (d)
ds+n =

∏
p∈P

( ∞∑
k=0

Nf (pk)
pk(s+n)

)

=
∏
p=2

( ∞∑
k=0

Nf (pk)
pk(s+n)

)
·
∏
p>2

( ∞∑
k=0

Nf (pk)
pk(s+n)

)

For each prime number p, substitute our results for Z(p)
f (s). Then Zf (s)

will look like:

Zf (s) =
∞∑
d=1

Nf (d)
ds+n =



(1−2−n−2s+2−
n
2 −1−2s)ζ(n+2s)ζ(1+s)ζ(n2 +s)

(1−2−
n
2 −1−s)(1+2−

n
2 −s)ζ(n2 +1+s)ζ(n+2s)

where n ≡ 4 (mod 8)
(1−2−n−2s−2−

n
2 −1−2s)ζ(n+2s)ζ(1+s)ζ(n2 +s)

(1−2−
n
2 −1−s)(1+2−

n
2 −s)ζ(n2 +1+s)ζ(n+2s)

where n ≡ 0 (mod 8)
(1−2−n−2s−2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 5 (mod 8)
(1−2−n−2s+2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 1 (mod 8)
(1−2−n−2s+2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 7 (mod 8)
(1−2−n−2s−2−

n
2 −

3
2−2s)ζ(n+2s)ζ(1+s)

(1−2−n−1−2s)ζ(n+1+2s) where n ≡ 8 (mod 3)

Recall that Riemann zeta function is defined as usual:

ζ(s) =
∏
p∈P

1
(1− p−s)

In particular, when n ≡ 2 (mod 4), we have that
∞∑
d=1

Nf (d)
ds+n = (1− 2−n−2s)ζ(1 + s)ζ(n+ 2s)

L(n2 + 1 + s, χ)L(n2 + s, χ)

where L(s, χ) =
∏
p

1
1−χ(p)p−s is the Dirichlet L-function [4] associated

to the character χ that is defined above.

4. Conclusion
After the computations, we can explicitly write the global zeta function

Zf (s) as a combination of both Dirichlet L-function and local factors of
Riemann zeta functions, where f is sum of squares with n variables.
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