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Abstract:

The conformational dynamics plays a significant role in a wide range of biological

systems, from small RNA molecules to the large-scale ribonucleoprotein assemblies, in

which ions are found critical and have notable structural and functional impacts. In

the glass-forming liquids, the structural dynamics also calls for further investigations

and deeper understandings. To this end, using four distinct chapters, this dissertation

discusses the ion-related conformational dynamics in various scales of biomolecular

systems, as well as the fluctuation effects in the glass-forming liquids.

In chapter 1, we investigate the dynamics of ions and water molecules in the

outer solvation sphere of a widely studied 58-nucleotide rRNA fragment. Molecular

dynamics (MD) simulations with explicit solvent molecules and atomic details are

performed for the RNA fragment in ionic solution. We determine all of the asso-

ciation sites and spatial distributions of residence times for Mg2+ K+, and water

molecules in those sites. In accordance to the analysis of the dynamics of the RNA

fragment, we provide insights into how the dynamics of ions and water molecules are

intricately linked with the kinetics of the RNA fragment. In addition, the long-lived

sites for Mg2+ ions identified from the simulation agree with the metal ion locations

determined in the X-ray structure. The excess ion atmosphere around the RNA frag-

ment is calculated and compared with the experimental measures. The results from

this study indicate that the 58-mer rRNA fragment in ionic solution forms a complex

polymer that is encased by a fluctuating network of ions and water.

In chapter 2, the conformational dynamics of a large-scale ribonucleoprotein

assembly, ribosome, is studied with molecular dynamics simulations with a newly de-



veloped model that accounts for electrostatic and ionic effects on the biomolecules. In

this study, an all-atom structure based model is constructed with explicit representa-

tions of non-hydrogen atoms from biomolecules and diffuse ions. Implicit treatment is

applied to the solvent molecules with the solvation effect associated with diffuse ions

described by effective potentials. Parameters in this model are refined against explicit

solvent simulations and experimental measures. This model with refined parameters

is able to capture the excess Mg2+ ions for prototypical RNA systems and their de-

pendence on the Mg2+ concentrations. Motivated by this, we apply the model to a

bacterial ribosome and find that the position of the extended L1 stalk region can be

controlled by the diffuse ions. This simulation also indicated ion-induced long-range

interactions between L1 stalk and tRNA, which provides insights into the impact of

ions on the functional rearrangements of ribosome.

In chapter 3, we focus on the dynamics of the glass-forming liquids. In this study,

we generalized the Adam–Gibbs model of relaxation in glass-forming liquids and

take into account the fluctuations in the number of molecules inside the cooperative

rearranging region. We obtain the expressions of configurational fractions at the glass-

transition temperature with and without the fluctuation effect in Adam–Gibbs model,

and determine the configurational fraction for several glass-forming liquids at glass-

transition temperature in the absence of fluctuation effects. A connection between

the 𝛽 Kohlrausch–Williams–Watts parameters and the configurational fraction at the

glass-transition temperature is also reported in this study.

In chapter 4, we apply the model developed in chapter 2 to a ribosome structure

to investigate the effects of diffuse ions on the aminoacyl-tRNA (aa-tRNA) accommo-

dation process. The aa-tRNA accommodation is a critical step in the tRNA selection

process which serves the purpose of protein synthesis in the ribosome. Experimen-

tal and computational efforts were made to reveal the mechanism and the energetic

properties of the accommodation process, while the effects from diffuse ions on this



process remain elusive. To this end, we design and perform MD simulations of ri-

bosome structure with different treatment of electrostatics and diffuse ions in the

system. Simulations with various ionic concentrations are also performed to study

the concentration effects. The simulation trajectories indicate that diffuse ions can

facilitate the aa-tRNA accommodation process and stabilize the accommodated con-

figurations. In addition, we observe that Mg2+ ions play critical roles in stabilizing

the accommodated configurations and a few millimolar change of Mg2+ concentration

can alter the tendency of the tRNA configurational change during the accommodation

process. This result shed light on the investigations of suitable ionic environment for

the tRNA selection in the ribosome. It will be fruitful to extend this strategy into the

investigations of other conformational rearrangements in the ribosome, such as tRNA

translocation and subunit rotation, which will provide us with deeper understanding

about the functional mechanism of the ribosome.
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Glossary of Terms

All-atom models. It is a type of models of molecular dynamics simulations that

provides atomic details of the molecules in the system. The coordinates of all atoms

(at least all non-hydrogen atoms) are explicitly represented. This model is suitable

for simulations that aim to provides details of atomic interactions.

Aminoacyl-tRNA. It is a tRNA molecule that delivers amino acid to the ri-

bosome for protein synthesis. In an aminoacyl-tRNA, the cognate amino acid of the

tRNA is chemically bond to its 3’-CCA end.

Coarse-grained model. It is a type of models that use simplified representa-

tions of residues or molecules for the simulations. In this type of models, molecules

are not represented by individual atoms. Instead, a group of atoms, such as a nucleic

or amino acid residue or a block or residues, is represented by one ”pseudo-atom”.

This model is suitable for simulating the behavior of complex systems.

Cryogenic electron microscopy (cryo-EM). It is an electron microscopy

technique that is used for measuring the structure of biomolecules at near-atomic

resolution. During the measurement, samples are cooled to cryogenic temperature

and embedded in an environment of vitreous water. The electron beam then scans

the sample and the projection images are collected by the electron detector beneath

the sample. The 3D structure of the sample biomolecule can be created from the

collected projections.

Debye-Hückel potential. It is the potential energy of a screened coulomb
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interactions between a pair of charges. Here, the coulomb potential is multiplied with

an exponential damping term, with the strength of the damping factor given by the

magnitude of Debye length, which corresponds to a given ionic concentration.

Explicit solvent model. It is a type of models for molecular dynamics simu-

lations which treats the solvent molecules explicitly (i.e., the coordinates of solvent

molecules are explicit and usually at least some of the molecular degrees of freedom

are included).

Force field. In molecular modelling, force field refers to the functional expres-

sion and corresponding parameters that are used to calculate the forces and energetic

potentials of a system of interacting atoms or molecules.

Glass transition. This refers to a transition from liquid phase to a glassy form

in amorphous state that lack the periodicity of crystals but behave mechanically

like solids. The most common approach of achieving glass transition is by cooling a

viscous liquid fast enough to avoid crystallization (supercooling).

Glass transition temperature. The range of temperatures over which the

glass transition occurs. The glass transition temperature is always lower than the

melting temperature of the crystalline state of the material.

Implicit solvent model. It is a type of models that treats solvents as a conti-

nuous medium instead of providing individual coordinates for each solvent molecules.

Molecular dynamics simulation. A computational simulation methods that

allows atoms or molecules to interact for a fixed period of time. The simulation trajec-

tories of atoms or molecules are usually determined by numerically solving Newton’s

equation of motion for the system that contains interacting atoms/molecules. The

forces between atoms/molecules and their potential energy are often calculated with

molecular mechanics force fields.

Preferential interaction coefficient. This is a quantity that measures the

number of excess ions that a polyelectrolyte (e.g., RNA or DNA ) attracts into its

viii



local environment. The excess number of ions in the local environment of DNA or

RNA is compared with the number of ions in the bulk solution with the same volume.

Ribosome. It is a biomolecular machinery in the living cells that synthesis

proteins by translating the sequence of codons on the mRNA into the order of amino

acids and add amino acid residues to the peptide.

Single molecule fluorescence resonance energy transfer (smFRET) This

is a biophysical technique that enables distances between single molecules to be mea-

sured at the scale of 1–10 nanometers. In the measurement, a pair of donor and

acceptor fluorophores are excited and detected on a single molecule level.

Structure-base model (SBM). It is a simplified model that is constructed

on the basis of the principal of minimal frustration and the folding funnel concept.

It describes an energy landscape where the native interactions are on average more

stabilizing than non-native interactions. The potential energy function of SBM is

defined by a know structure, usually the native structure.
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Introduction

In this dissertation, I used theoretical and computational methods to address a variety

of interdisciplinary questions in the field of biological physics and chemical physics

that are significant to both experimentalists and theorists. Some of the questions

addressed in this dissertation are: How do ions interact with 𝛽-D-ribonucleic acid

(RNA)? What are the dynamics of ions and water molecules in the outer solvation

shells of the RNA? Where do the association sites of diffuse ions location in the

vicinity of the RNA? What are the timescales of the residence time of diffuse ions

in their association sites near the RNA? What are the role of diffuse ions in the

conformational dynamics of the large-scale ribonucleoprotein (RNP) assemblies, such

as ribosome? How to construct an efficient simplified model to describe the ionic

effects on the RNP assemblies? How do diffuse ions regulate the conformational

dynamics of ribosome? What are the effects of electrostatics and ionic environment

on the functional dynamics of the ribosome and the transfer RNA (tRNA)? Will the

diffuse ions alter the the aminoacyl-tRNA (aa-tRNA) accommodation process in the

ribosome?

In the following subsections, I summarized the concepts and theory related to the

topics investigated in this dissertation, including: (A) Qualitative and quantitative

descriptions of ionic interactions with RNA and the dynamics of ions as water in the

outer solvation shell of RNA; (B) How do diffuse ions regulate the conformational

dynamics of the RNP; (C) Fluctuation effects in the Adam-Gibbs model of coopera-

1



tive relaxation of glass-forming liquids; (D) The role of diffuse ions in the aa-tRNA

accommodation in ribosome.

0.1. Dynamics of ions and water in the outer

solvation sphere of 58-mer rRNA.

0.1.1. Ion-RNA interactions.

RNA are highly negative charged biopolymers, whose conformational dynamics as

well as the biological functions are affected by the ionic environments, especially the

metal ions with positive charges [1, 2]. Metal ions maintain the compact structure

of RNA by reducing the repulsion between negatively charged RNA phosphates, but

some ions are much more efficient than others at this task. For instance, millimolar

(mM) magnesium ion (Mg2+) are able to stabilize RNA structures which are only

marginally stable at high monovalent metal ion concentrations[3–5]. The significance

of metal ions in the RNA system motivated the investigation of ion-RNA interactions,

as well as the competition of ions in terms of the interactions with the same RNA

molecule [6, 7]. However, how does metal ion recognize and stabilize RNA structures

are not well understood. The ionic effects related to the sequences of RNA, multitude

of cellular signals, and the formation of tertiary structures are also elusive.

The ionic environment around the RNA is often partitioned into chelated and

diffuse ions according to their distance from the RNA surface atoms and the hydration

states of the ions [2]. Diffuse ions are usually fully hydrated with water molecules.

The interactions between diffuse ions and the RNA or other ions are dominant by

electrostatic interactions. The density of diffuse ions in a local region is dictated by

the electrostatic potential of the RNA [8]. In the system of RNA with ions, divalent

and monovalent diffuse ions compete for interactions with RNA. When one Mg2+
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ion associates with RNA, it releases approximately two potassium ion (K+) ions. In

contrast to diffuse ions, chelated ions are partially dehydrated to make direct contacts

with the molecular surface of RNA [2, 8, 9]. In RNA, those metal ions are usually

chelated by negatively charged groups or atoms in RNA, such as phosphate oxygen

atoms [10, 11]. Although the chelated ions are held in place by electrostatics forces,

the displacement of some water molecules in their first hydration shell is a significant

energetic consideration [10].

The underlying RNA architecture and the rugged landscape of its molecular

surface manifests in wide-range of temporal and spatial dynamics in aqueous solu-

tions [12–22]. Simulation techniques such as implicit solvent simulations [7, 19, 23–

35], and all-atom explicit solvent simulations [14, 36–41] have been utilized to in-

vestigate structure and dynamics of RNAs and bio-assemblies in aqueous solution.

However, the dynamics of water molecules and monovalent or divalent ions in the

vicinity of the RNA fragments has not been well illustrated. How the dynamics of

ions and solvent molecules cooperate with the dynamics of RNA molecule is not yet

clear. To this end, we applied atomic resolution explicit solvent molecular dynamics

(MD) simulations to investigate the dynamics of ions and water in the outer solvation

sphere of a widely studied 58-nucleotide ribosomal RNA (rRNA) fragment.

0.1.2. 58mer ribosomal RNA fragment.

In the ribosome, the most important functional sites are associated with highly con-

served domains of rRNA. In the large-subunit of the rRNA, an extraordinary well

conserved region is a 58-nucleotide rRNA domain which is associated with the ribo-

somal protein L11 and plays significant role in the binding sites of two elongation

factors (elongation factor Tu (EF-Tu) and elongation factor G (EF-G)) [42]. The

crystal structure of this 58mer rRNA fragment has been solved at 2.8 Angstrom (Å)

resolution [10], in which several metal ions were found in the rRNA fragment and the
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locations of ions were determined together with the configuration of the 58mer. The

crystal structure of the 58mer (PDB: 1HC8) contains two asymmetric protein-RNA

assemblies in the unit cell. 21 coordinates of Mg2+ ions were reported in the two

asymmetric assemblies of the 58mer (chain C and chain D in PDB 1HC8). Align-

ment of the monomers reveals 13 distinct binding positions for Mg2+ ions, where 8

are occupied in both RNA molecules. In these Mg2+ ions, Misra et. al. reported

that only one ion is likely to be strongly bound (i.e. chelated) via nonlinear Poisson-

Boltzmann (NLPB) calculations, where the calculated binding free energy was -4.8

kcal/mol [43]. In addition to the chelated Mg2+, a chelated K+ is also reported in

the 58mer rRNA with overwhelmingly large binding free energy (-30 kcal/mol) [10].

Moreover, two osmium(III) ion (Os3+) were resolved in the crystal structure of 58mer

which were not classified as chelated ions.

0.1.3. Excess ion atmosphere of RNA.

Due to the highly negatively charged nature of RNA, positively charged metal ions

are attracts to the vicinity of RNA to balance the charge from RNA and stabilize its

compact structure. Therefore, the local density of metal ions near the RNA is slightly

higher than that in the bulk solution. The “excess” number of ions that accumulate

around the RNA molecule due to electrostatic interactions is quantified as the pref-

erential interaction coefficient (Γ) of ions. The value of Γ for a specific RNA is found

sensitive to the ionic concentrations of the solution [11, 44]. This quantity can be

obtained experimentally using fluorescence titration [11], or theoretically using gen-

eralized Manning condensation models [45], or computationally with explicit solvent

simulations [46]. The preferential interaction coefficient is an exquisite measure of

the long-range electrostatic interactions between ions and the RNA atoms. It also

provides an excellent metric for comparing theoretical models and simulations with

experiment measures.
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In addition to the number of excess ions in the vicinity of RNA, the locations

of those excess ions relative to the conformation of the RNA also play a significant

role in investigating the ion-RNA interactions and revealing the role of ions in the

conformational stability and fluctuations of RNAs [46, 47]. Together with the loca-

tions of the association sites of metal ions, the residence time of metal ions in each

association sites is also important to deepen our understanding of dynamics of ions

near RNA molecule and their correlation with the RNA dynamics.

In order to closely investigate the ion-RNA interaction and unravel the dynamics

of ions and water molecules near the RNA molecule, we performed explicit solvent

MD simulations with the widely studied and well conserved rRNA fragment, a 58-

mer, in ionic solutions. The locations of all the association sites of Mg2+, K+, and

water molecules were determined, as well as the spatial distribution of residence times

for those sites. The simulation result provides significant insights not only into the

population of ions and water molecules in the outer sphere of the RNA, but also

illustrated how their fluctuation are intricately correlated with the kinetics of the 58-

mer. In addition, a joint principal component analysis (PCA) analysis was performed

for the Cartesian coordinates of the RNA phosphorus atoms as well as the occupation

counts of the association sites of ions and water molecules, which indicated that 58-

mer rRNA is a complex polymer in conjunction with ions and water in the outer

solvation sphere. The details of this work is discussed in the Chapter 1.

0.2. The role of metal ions in the configurational

dynamics of ribonucleoprotein assemblies.

Besides small RNA fragments and molecules, metal ions are also found critical to the

structural stability and the dynamics of large ribonucleoprotein(RNP) assemblies[48,

49]. Ribosome is one of the most well-characterized RNP assemblies. The signifi-
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cance of counterions in the assembly[50, 51] and conformational transitions between

functional states[52, 53] of ribosome through experiments. However, how metal ion

regulate the conformational dynamics of the ribosome remains elusive. Meanwhile,

the differentiation of monovalent and divalent ions in stabilizing the ribosome struc-

ture is less than well understood.

0.2.1. The configurations of ribosome.

Ribosome is a macromolecular machine that performs protein synthesis in living cells.

It is composed of three large RNA molecules, 100 ∼ 2800 residues of each, and

approximately 50 proteins. Each ribosome consists of two subunits that cooperate

with each other as well as the movement of tRNA through sequential conformational

changes (Fig. 0.1) to translate the codons on messenger RNA (mNRA) into the order

of amino acids on the synthesized protein. In this process, the small subunit of the

ribosome mainly performs the decoding function from the mRNA, while the large

subunit mainly performs the catalytic function and link the amino acid together

to produce protein. Each amino acid is delivered by one tRNA. Both subunits of

ribosome have three binding sites (A: aminoacyl, P: peptidyl, E: exit) for tRNA,

and tRNA sequentially traverse through the A, P, E site in each elongation cycle of

the ribosome to bring the amino acid to the polypeptide chain. In the process of

translating mRNA sequence into the order of amino acid in the peptide, the ribosome

and tRNA will undergo the aa-tRNA selection, aa-tRNA accommodation, tRNA

translocation and the E-site tRNA release to add one amino acid to the nascent

peptide and prepare for the next cycle (Fig. 0.1).

0.2.2. The role of metal ions in ribosome.

It has been known for decades that the structure and function of the large-scale

RNP assemblies, such as ribosome, are strongly influenced by the presence of metal

6



Figure 0.1: Elongation cycle by the ribosome. During the process of translating
mRNA sequence into polypeptide, the large (grey) and small (cyan) subunits
of ribosome and tRNAs (red, yellow) undergoes a series of large-scale con-
formational rearrangements. At the beginning of each elongation cycle, an
aa-tRNA is delivered to the ribosome by EF-Tu (pink) and the anti-codon on
the tRNA will pair with the codon on the mRNA through the tRNA selec-
tion process, so that the tRNA sits at the A-site in the small subunit. Then
the aa-tRNA undergoes a ∼ 100 Å conformational rearrangement, called ac-
commodation, so that the CCA-end of the tRNA binds to the A-site in the
large subunit, which corresponds to an A/A-P/P configuration of the ribo-
some. Then the incoming amino acid is added to the nascent peptide chain.
Following the peptide bond formation, both tRNAs will translocate between
bindings sites facilitated by the EF-G, where the A-site tRNA moves to P-site
and the P-site tRNA moves to E-site along with the displacement of mRNA
to expose the next codon. The E-site tRNA will then be released and the
ribosome is back to the initial configuration of the next cycle.
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ions, such as Mg2+ and K+ ions [48–53]. For example, in terms of the biological

function, in vitro studies have shown that how difference in solvent/ionic conditions

can dramatically affect the accuracy of the protein synthesis by ribosome [54, 55].

In terms of the ribosome structure, the in vitro association of the small and large

ribosomal subunits to form intact ribosome was found strongly dependent on the

Mg2+ concentration [56–58]. Since there are 3 large RNA molecules in the ribosome

and the entire ribosome structure carries ∼ 3000 negative charges, the chelated metal

ions were also found significant to the structure stability of the ribosome, which can

attenuate the repulsions between the like charged components in the ribosome and

maintain its compact configuration. Using X-ray diffraction method, a decent amount

of metal ions were recognized in the ribosome structure [50, 59].

To understand the conformational dynamics of ribosome as well as the related

structural or environmental factor, much efforts has also been made through compu-

tational methods and simulations. However, MD simulations of the entire ribosome

still remain challenging for two main reasons: (1) the large size of the ribosome (each

ribosome has ∼ 150,000 non-hydrogen atoms) and (2) the long time-scales relevant to

the functions of ribosome (e.g. milliseconds or longer simulations might be needed).

To this end, the whole arsenal of MD simulation strategies are used and multiple vari-

ants are developed on this basis [60]. For example, coarse-grained MD simulations of

the entire ribosome were performed to investigate the subunit rotation in the ribo-

some during the tRNA translocation [61] and the interactions of the 𝛼-synuclein with

the ribosomal surface [62]. Structure-based all-atom MD simulations have been con-

ducted to study the energetic properties of the aa-tRNA accommodation process [63]

and the tilting motion in the ribosome during mRNA-tRNA translocation [64]. With

the solvent molecules included, explicit solvent simulations of the entire ribosome [65–

68] or its reduced/cutout model [68, 69] were performed to investigate the interac-

tions and energetics of the ribosome with higher degree of details. With these existing
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models described above, using MD simulations to study the ionic effects of the full

ribosome structure is still too expensive for long time-scale dynamics.

In order to study the ionic effects on the full ribosome structure with highly

efficient while less expensive models than the explicit solvent simulations, a structure-

based model with explicit treatment of diffuse ions while implicit treatment of solvent

is introduced in Chapter 2. This model is constructed based on energy landscape

principles, which also accounts for explicit Coulomb interactions, implicit solvation

and desolvation barriers as well as the interactions between diffuse ions with each

other and highly electronegative atoms in RNA and protein. The model parameters

are refined using both explicit solvent simulations and experimental measures as a

reference. The refined parameters are able to describe the concentration dependent

balance between monovalent and divalent ions in the excess ion atmosphere of RNA

fragments, which is in agreement with fluorescence titration results. This model was

then applied to the 70S bacterial ribosome. The simulation revealed how diffuse

ions regulates conformational rearrangement in the extended L1 stalk region and

facilitates the interactions between L1 stalk and the E-site tRNA. This model also

motivated us to further investigate the role of ions in the functional rearrangements

and conformational dynamics in the ribosome structure and other RNP assemblies.

0.3. Relaxation properties of Glass-forming liquids

0.3.1. Glass-forming liquids.

Glasses are disordered solids, which have liquid-like structure and therefore lack the

periodicity of crystals at the molecular level [70]. They can be made through a variety

of processes, while the most common route of making a glass is by cooling a liquid

sufficiently fast so that it does not have time to crystallize and the supercooled liquid

transit into the solid state at the glass transition temperature (𝑇g). The atomic-scale
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structures of glasses share the characteristics of the supercooled liquids, even though

they behave as solids mechanically.

The glass transition is similar to a second-order phase transition in the Ehren-

fest sense with continuity of molar volume and molar enthalpy, but discontinuous

changes in their derivatives, such as the thermal expansion coefficient and the spe-

cific heat [71]. But the transition is continuous and cooling-rate dependent [72]. The

liquid-glass transition is not a transition between equilibrium states. Instead, on cool-

ing of a liquid, the internal degrees of freedom successively fall out of equilibrium.

Therefore, the term relaxation time (𝜏) is used to describe how fast a macroscopic

stress relaxes and also determines the the typical time between molecular displace-

ments or reorientations.

Glass-forming liquids have some unique characteristics, the major properties of

which can be summarized in to three non’s [72]:

• The relaxation is almost nonexponential [73, 74]. That is, the relaxation function

(𝑀𝑝) of property 𝑝, defined by

𝑀𝑝 ≡ 𝑝(𝑡, 𝑇 ) − 𝑝(∞, 𝑇 )
𝑝(0, 𝑇 ) − 𝑝(∞, 𝑇 ), (0.1)

cannot be accurately represented by an equation of the form

𝑀𝑝 = exp(−𝑡/𝜏𝑝), (0.2)

where 𝑡 is the time following a jump to temperature 𝑇 . Experimentally, the

relaxation function can be expressed by the stretched exponential (Kohlrausch–

Williams–Watts (KWW) function [75])

𝑀𝑝 = exp[−(𝑡/𝜏𝑝)𝛽], (0.3)
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where the exponent 𝛽 has a value between 0 and 1.

• The relaxation time 𝜏 or the viscosity 𝜂 show the non-Arrhenius temperature

dependence. The non-Arrhenius temperature dependence of the relaxation time

is often described by the Vogel-Fulcher-Tammann (VFT) relation [76–78]

𝜏 = 𝜏0exp( 𝐴
𝑇 − 𝑇0

) (0.4)

where temperature 𝑇0 is a characteristics temperature greater than zero.

• The third non is the nonlinearity of the relaxation state [79–81]. This refers to

the finding that near and below 𝑇g, relaxation can be studied on systems which

are nonergodic and are evolving toward the equilibrium structure on very long

time scales.

0.3.2. Adam–Gibbs model.

For the glass-forming liquids, Adam and Gibbs proposed a molecular-kinetic theory

that explains the temperature dependence of the relaxation behavior in terms of the

temperature variation of the size of the cooperatively rearranging region (CRR) [82].

In the Adam–Gibbs model, it is assumed that relaxation can occur if at least a

minimum number, 𝑧∗ of molecules is assembles in CRR. The critical size 𝑧∗ of the

CRR can be expressed in terms of the configurational entropy,

𝑧∗ = 𝑠∗𝑁A/𝑆c, (0.5)

where 𝑁A is the Avogadro constant, 𝑆c is the configurational entropy of the super-

cooled liquids, and 𝑠∗ is the critical configurational entropy corresponding to the lower

limit of the size of the representative CRR. Since the relaxation time is reciprocally
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related to the transition probability:

𝜏(𝑇 ) ∝ 1/𝑊̄(𝑇 ), (0.6)

and the average transition probability (𝑊̄ ) can be expressed with

𝑊̄ (𝑇 ) = ̄𝐴exp(−𝑧∗Δ𝜇/𝑘𝑇 ), (0.7)

where ̄𝐴 is a frequency factor, which is approximately independent to temperature,

the Adam–Gibbs model predicts a linear relationship between log(𝜏) and (𝑇 𝑆𝑐)−1.

There have been various generalization of Adam–Gibbs model [83–86].

On the basis of the Adam–Gibbs model, Chapter 3 introduces the theoretical

investigation on the fluctuation effects in the Adam–Gibbs model of cooperative re-

laxation. This work studied the configurational fraction (𝑓(𝑇 )) at the glass-transition
temperature (𝑇g) with and without fluctuation effects in the Adam–Gibbs model, and

a connection between the 𝛽 parameter in KWW function and 𝑓(𝑇g) was observed.

0.4. The effects of diffuse ions on the aa-tRNA

accommodation in the ribosome.

In the elongation cycle of the ribosome (Fig. 0.1), the delivery of the aminoacyl-

tRNA(aa-tRNA) is noted as tRNA selection process, which includes two steps: ini-

tial selection and proofreading. During the initial section, an aa-tRNA is delivered to

the ribosome by EF-Tu. In this step, the anti-codon region in the tRNA pairs with

the codon in the mRNA, which positioned in the A-site of the small subunit of the

ribosome. After the initial selection, since the tRNA interacts with the ribosomal A

site and EF-Tu simultaneously, the aa-tRNA is referred to as an A/T configuration.

The formation of the codon-anticodon interactions triggers GTPase activation and
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finally Guanosine-5’-triphosphate (GTP) hydrolysis [87]. Upon the GTP hydrolysis,

the conformation of EF-Tu changes drastically and dissociates from the aa-tRNA and

the ribosome complex. Then the aa-tRNA will go through a large-scale (∼ 100 Å)

conformational rearrangement to bind to the A-site of the large subunit of the ribo-

some. This process is referred as aa-tRNA accommodation (the proofreading step).

After the accommodation process, the aa-tRNA ends up with A/A configuration,

since the tRNA binds to A-sites in both small and large units.

The accommodation process of aa-tRNA was reported as a multistate mechanism

through computational investigation [88] using MD simulations, cryogenic electron

microscopy (cryo-EM) reconstruction of the ribosome structure [89], and the single-

molecule fluorescence resonance energy transfer (smFRET) characterization of the

transition between different states. The multistate mechanism (Fig. 0.2) of the

aa-tRNA accommodation can be summarized in to the transition between the (1)

A/T ensemble (defined above), (2) elbow accommodated (EA) ensemble, when the

elbow region of the tRNA is in an accommodated position while the 3’-CCA end

is displaced from the A-site in the large subunit, (3) the arm accommodated state,

when both the elbow and the acceptor arm are in accommodated position while the

3’-CCA end does not reach the peptidyl transderase center (PTC), and (4) the fully

accommodated (A/A) state. In Chapter 4 of this thesis, the discussion is focused on

the transition between the A/T and EA states.

For the elbow accommodation process of the aa-tRNA in the ribosome, numerous

computational studies [63, 88, 90, 91] have made careful investigation about the

dynamics of the aa-tRNA and the EF-Tu during the elbow accommodation, as well as

the role of EF-Tu in the proofreading of the aa-tRNA by the ribosome. Experimental

studies [54, 55] found that the concentration of Mg2+ ions was able to affect the speed

of GTP hydrolysis as well as the speed and accuracy of the tRNA selection. However,

the mechanism of how Mg2+ ions affect the tRNA accommodation is unclear and
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Figure 0.2: Configurational states during the aa-tRNA accommodation process.
See text for detailed definitions of each state.
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require further investigation from both experimental and computational perspective.

In Chapter 4, the newly designed model introduced in Chapter 2 will be applied on

the full ribosome structure to investigate the role of metal ions in the configurational

transition between A/T and EA states during the aa-tRNA accommodation. These

simulations also shed light on the differentiation of monovalent and divalent metal

ions and their contributions to the elbow accommodation process.
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Chapter 1.

RNA as a Complex Polymer with

Coupled Dynamics of Ions and

Water in the Outer Solvation

Sphere

*Reproduced with permission from Lammert, H., Wang, A., Mohanty, U. and Onuchic,
J.N., 2018. “RNA as a complex polymer with coupled dynamics of ions and water in
the outer solvation sphere.” The Journal of Physical Chemistry B, 122(49), pp.11218-
11227.

©2018 American Chemical Society
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1.1. Introduction

Recent discoveries about gene regulation by flexible mRNAs and the importance of

noncoding RNAs have renewed interest in the structure and dynamics of RNA. RNA

as almost the same chemical composition as DNA. Due to the presence of hydroxyl

group in the ribose ring, the structure and dynamics of RNA is more complex than

DNA. The multifunctional nature of RNA polymers allows it to be involved in diverse

aspects of cellular metabolism from transcription to pre-mRNA splicing, translation,

RNA-protein transport, and RNA decay [1, 2, 8, 92–94]. Most functional RNA

molecules are tightly folded into a unique conformations adopted by biopolymer ina

cell and in different cell states are crucial for its function [94].

RNA is a highly flexible charged polymer with a rugged landscape, for which

formation of tertiary structures is dependent on its sequence, metal ion identity and

concentration, solvent, the presence of proteins, and various cellular signals [1, 2, 8,

12–20, 88, 92–97]. Analysis of lifetimes of motional modes underscores the RNA’s

ability to readily access a heterogeneous ensemble of conformations in response to

external perturbations [98]. These motions occur on time scales on the order of a

few nanoseconds. Because of the strong interactions between counterions and co-ions

and the RNA, the plasticity of RNA, i.e., RNA’s ability to rapidly change its het-

erogeneous ensemble of conformations, interprets into a wide range of spatial and

temporal dynamics of the metal ions and solvating water that reflect the underlying

architecture of the molecular surface [12–22, 88, 98]. By stabilizing structures that

are inherently compact, RNA exhibits sluggish dynamics with an increase of Mg2+

concentration. Mg2+ can displace other larger metal cations in the diffuse ion at-

mosphere around RNA. The basis of how divalent and monovalent metal ions affect

RNA stability, dynamics, and therefore function is less well understood.

In this study, we investigate the dynamics of water and divalent and monovalent

metal ions in the vicinity of a folded 58-nucleotide ribosomal rRNA fragment [10,
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11] through atomic resolution explicit solvent MD simulations with five independent

runs, each over 180 ns. Due to its small size, the rRNA fragment si ideally suited

for MD simulations to address basic questions on spatial and temporal dynamics of

the metal ions and solvating water. We determine the excess ion atmosphere around

the rRNA and compare it with experimental data and predictions on the basis of a

strucsre-based model (SBM) generalization of Manning counterion condensation in

which Mg2+ ions are treated explicitly while K+ ions are described implicitly. We

measure the residence time of ions and water molecules in association sites in the outer

sphere. We undertake a joint PCA for the coordinates fo the RNA phosphorus atoms

and for the occupation counts of the various association sites in the outer sphere to

investigate the coupling of metal ion and water dynamics to motions of the rRNA.

We determine stabilizing interactions and coupled dynamics for all solvent species,

which augment the rRNA’s ability for rapid conformational changes. We demonstrate

that the 58-mer rRNA in solution forms a complex polymer composed of RNA that

is sheathed by a fluctuating network of associated counterions, co-ions, and discrete

water molecules.

1.2. Methods

Evaluation of RNA Structure and Magnesium Binding. The ribosomal 58-

mer RNA studied her natively folds into a compact knob on the surface of the 23s

subunit, near the binding site of elongation factor EF-Tu and EF-G, with a structure

that is further stabilized by binding to ribosomal protein L11 [10]. In solution in

the presence of counterions, the 58-mer can adopt a native like compact structure,

shown in Fig. 1.1A. (A diagram of the secondary structure and a contact map are

available as Appendix Figure A.1 and A.2) Compact RNA structures depend for their

stability in solution on associated counterions. Cations become enriched near the
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RNA over their bulk concentrations, while anions are locally depleted. The effect is

quantified for ions of species 𝑖 by preferential interaction coefficients Γ𝑖, which depend

both on the identity of the RNA and on the bulk concentrations of the ions. The

spatial distribution of ions near the RNA is heterogeneous and dynamic. Modeling

of this local ion atmosphere is the primary goal of our simulations. For comparison,

experimental information about the total number of associated ions is available from

titration experiments [42], which, however, can not distinguish the different possible

regimes of association, including direct inner-sphere contacts between ions and RNA,

outer-sphere contacts mediated by a single hydration layer, and diffuse association

at longer distances [2, 47]. This information matters, because the different modes

of association especially for magnesium ions are not all equally well described by

available simulation force fields[99].

Inner-sphere and outer-sphere contacts can best be identified from X-ray struc-

tures. The crystal structure of the 58-mer, PDB 1HC8, contains two copies of the

RNA, labeled as chains C and D. Apart from the chelated Mg2+ and K+ there are

14 distinct positions for metal ions in the two structures, which are shown in Fig.

1.1B. Of these, 12 are occupied by magnesium ions and two by osmium ions, which

substitute hexahydrated magnesium. Both the osmium positions and 7 of the 12

magnesium positions are occupied in both copies of the RNA, while 2 magnesium

ions are only present in chain C and 3 more only in chain D. (Ion positions that are

unique to one copy are labeled with an asterisk below.)

Only a few of the magnesium ions in the X-ray structure make contacts with RNA

atoms that are within 2.3 Å, close enough for inner-sphere binding [10]. Apart from

the chelated Mg2+ C1167 and the ion C1165*, which is artificially coordinated by

both chains, magnesium C1163 has one close oxygen neighbor, which it shares with

the chelated K+. Single inner-sphere oxygens also occur for magnesium ion C1161,

for C1166 near the triphosphate, and for D1365*. Only C1161/D1361, however,
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Figure 1.1: 58-mer RNA system. (A) X-ray structure of the 58-mer rRNA. Helices
A, B , and C are drawn in blue, orange, and red, connecting elements in
magenta, yellow, and cyan. Bases forming tertiary contacts are shown in gray.
One chelated Mg2+ and K+ each are shown in green and purple, together with
coordinating RNA oxygen and nitrogen atoms, colored read and blue. The
triphosphate group at the 5’ end is also highlighted. (B) Metal ion positions
from the two copies of the 58-mer in the X-ray structure (PDB:1HC8). Ions
are labeled with the chain identifier and residue number from the PDB. The
two chelated Mg2+ and K+ (purple) ions are in brackets. Bold labels highlight
ions with inner-sphere RNA contacts. Coordinating RNA oxygen and nitrogen
atoms forming inner-sphere or chelating contacts are shown in red and blue.
Also shown is base A336 from chain S, forming an outer-sphere crystal contact
with ion C1165. All Structures in all figures were drawn with VMD [100].
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forms an inner-sphere contact in both copies of the RNA in the crystal. The ion

D1366 forms an inner-sphere contact only in chain D, and the position of D1365*

is not occupied at all in chain C. Most of the magnesium ions in the crystal only

form outer-sphere contacts. Given that neither all of the inner-sphere contacts nor all

of the participating ions are present in both copies of the RNA, the observed inner-

sphere contacts do not appear to confer significant additional stability. This view

is further supported by thermodynamic calculations of magnesium binding energies

in the 58-mer by Misra and Draper [43]: While direct contacts between magnesium

and phosphate oxygens are very favorable, this stabilization is generally offset by the

high cost of dehydration. Therefore, inner-sphere binding of magnesium to RNA is

not generally dominant but occurs only in particularly favorable locations. In the

58-mer, only the chelated ion that is present in the X-ray structure as C1167 is

unequivocally stable. The chelated K+ outcompetes Mg2+ in its site for geometrical

reasons [10]. Magnesium C1163, which is buried on the other side of the chelated

K+, has similar but already marginal stability compared to the chelated Mg2+. For

all other magnesium sites, the calculated stability is lower by an order of magnitude,

and persistent inner-sphere binding is not predicted. Any intermittent inner-sphere

contacts are not expected to change the character of the interactions between RNA

and associated ions [43].

Interactions for Mg2+ are more complicated to treat in simulations than for other

cations like Na+ or K+. Due to the small size and high charge of Mg2+ polarization

and charge transfer make important contributions beyond simple electrostatics to the

interactions with inner-sphere ligands [99]. Polarizable force fields may well be nec-

essary to predict reversible site-binding of Mg2+ to RNA in changing configurations,

e.g., during folding or other large-scale dynamics. Meanwhile, point charge force fields

for Mg2+ are also under active development. Recent parametrizations have aimed to

improve the time scale for hydration exchange, which is 1.5 𝜇s experimentally [101]
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but is overestimated by 2 orders of magnitude in a common older force field [36,

102, 103]. However, comparative studies have shown that old and new point charge

force fields are equally adequate to describe diffuse association and outer-sphere in-

teractions of hexa-hydrated Mg2+ with RNA [103, 104], which are in fact dominated

by electrostatics. Since we are simulating an RNA in the native folded state, where

the X-ray structure indicates that outer-sphere binding dominates the behavior of

the associated Mg2+ a point charge model is sufficient for our purpose. The time

scale of several 𝜇s, required to equilibrate hydration exchange by Mg2+ is beyond

our simulation time, and we are neglecting the small contribution from intermittent

inner-sphere contacts formed by the associated Mg2+. For consistency with earlier

work, we are using the Mg2+ parameters by Åqvist [36], which overestimate the time

scale of hydration exchange. Thus,hydration of Mg2+ is effectively permanent in our

simulations. The single chelated Mg2+ and K+, observed in the crystal structure, are

included in our simulations, and they remain stable in their native positions without

special treatment.

Simulation Protocol. System preparation and equilibration follow a well-

established protocol, described in refs [47, 105], and [106]. Simulations were run using

the GROMACS5 software [107] and the AMBER99 force field [108] with extensions

parmbsc0 [109] and chiOL3 [110]. Parameters for the triphosphate group at the 5’

end of the RNA were obtained from ref [111]. SPC/E water [112] was used and

modified K+ parameters [113] in order to avoid crystallization. We retain the Mg2+

parameters [36] used in ref [47] for consistency. As discussed above, it is suitable for

the treatment of the hydrated Mg2+, expected in the system. The RNA portion of

the updated force field is well tested, and while quantitative difference might arise,

we expect that the major results should also hold with other recent force field.

Molecular dynamics simulations were propagated with a time step of 2 fs, using

particle-mesh Ewald electrostatics [114] with an Ewald radius of 15 Å and also a van
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der Waals cutoff of 15 Å. Temperature and pressure were maintained with a Berendsen

thermostat and barostat, and bond lengths for hydrogen atoms were constrained using

LINCS. A cubic box with an initial size of 93 Å was used. The full system contained

�76,600 atoms. Ions were included at target concentrations of 150 mM KCl and 0.5

mM MgCl2.

The RNA’s starting configuration was taken from the crystal structure (PDB

1HC8) [10] and was initially kept frozen. One Mg2+ and one K+ were placed in

their respective chelation sites [10, 43, 115] as part of the RNA structure. These

ions remained in their chelation sites without special treatment. Additional ions were

added randomly into the simulation box, using increased ionic radii to ensure a spacing

between ions and RNA that is compatible with hydration. Initial ion positions were

pre-equilibrated before addition of explicit water over 10 ns of stochastic dynamics

simulations with a 5 fs time step and a dielectric constant of 80. Only then was explicit

water added to the box, and equilibrated with frozen RNA and ion positions for 1.2

ns, while increasing the temperature to 300 K over the first 200 ps. Next the ions were

freed and equilibrated with the water at constant volume for another 2 ns. Finally,

the RNA was gradually released, applying position restraints of decreasing strength

(1000, 100, 10, 1 kcal/mol/nm2) in steps of 2 ns at constant pressure. Another 22 ns of

unrestrained equilibration was added, before production simulations were continued

for data collection over 180 ns. Five independent runs were performed according to

this protocol.

Preferential Interaction Coefficients. Preferential interaction coefficients in

our explicit solvent simulations were computed using the method described in ref

[99]. For this purpose, the portion of the box at more than 20 Å from any RNA atom

is considered to represent the bulk solution. The time averaged ratio between the

number of bulk ions, e.g. 𝐵𝑀𝑔, and the number 𝐵𝑤𝑎𝑡 of bulk water molecules in this

region is multiplied with the molarity of pure water to yield the bulk concentration
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of ions, assuming that the volume effect of the solute ions is negligible.

[Mg]∗ = 55.51M⟨𝐵𝑀𝑔/𝐵𝑤𝑎𝑡⟩ (1.1)

A correction is applied to these raw concentrations in order to account for the

remaining deviation from charge neutrality in the solution at this distance from the

RNA, assuming a linear effect on ion densities of the weak remaining potential.

[𝑖] = [𝑖]∗⟮1 − 𝑞𝑖 ∑
𝑗

𝑞𝑗[𝑗]∗/ ∑
𝑗

𝑞2
𝑗 [𝑗]∗⟯ (1.2)

On the basis of the corrected, electroneutral bulk ion concentrations, preferential

interaction coefficients are identified as the excess number of ions present in the

system, from the numbers 𝑁𝑖 and 𝑁𝑤𝑎𝑡 of ions and water near the RNA.

Γ𝑖 = 𝑁𝑖 − 𝑁𝑤𝑎𝑡[𝑖]/55.51M (1.3)

Structure-Based Model Simulations for Preferential Interaction Coef-

ficients. Additional molecular dynamic simulations of ion association were performed

with an augmented structure-based model (SBM), developed by Hayes et al [45]. In

this model, Mg2+ ions are treated explicitly, while potassium ions are described im-

plicitly by a generalization of Manning counterion condensation theory. The SBM

simulations were performed using Gromacs-4.6.7. A fixed number of 250 Mg2+ ions

were explicitly included in the system. We have adjusted the effective concentration

of the Mg2+ ions by changing the size of the cubic simulation boxes in the range from

69 to 161 nm. Each Mg2+ ion was initially placed randomly in the box but not too

closely to the RNA. In addition, we chose a KCl concentration of 150 mM for direct

comparison with previous experimental results by Draper [11]. Besides the Mg2+

and K+ ions in the environment, there are one Mg2+ and one K+ ion chelated in

the 58-mer RNA fragment. The chelated ions were added via the SMOG2 [116] suite
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of programs. The chelated Mg2+ was harmonically bound to two oxygen atoms in

the chelation pocket, while the chelated K+ ion was bound to six neighboring oxygen

atoms. Each production simulation was run for 2 × 108 time steps of 0.002 ps. Excess

ions were calculated by the difference between the actual number of Mg2+ ions within

4.5 nm of the RNA and the expected number, which can be calculated by multiplying

the bulk concentration with the volume of this region. Bulk concentration was here

taken to be the average Mg2+ concentration in the region more than 4.5 nm away

from the RNA.

Coordination and Hydrogen Bonds. Interactions between RNA and solvent

were investigated both for magnesium and potassium cations and for the solvent water

itself. Coordination bonds between RNA and solvent cations were defined by distance,

using cutoff values of 𝑑K = 3.65 Å and 𝑑Mg = 5.0 Å which encompass the first peaks

in the K-RNA and Mg-RNA pair distribution functions, shown below. For water, the

analysis was focused on hydrogen bond (HB) formed with the RNA. Hydrogen bonds

between water and RNA were identified by geometrical criteria, requiring a distance

between the donor (D) and acceptor (A) heavy atoms of 𝑑HB < 3.5 Å and an angle of

𝜃HB < 30° between the D−H and H−A vectors [117, 118]. It was assumed that every

water could form at most four hydrogen bonds, two as donor and two as acceptor.

For each of the possible donor bonds, the bond was assigned to that RNA acceptor

atom, satisfying the criteria, with the smallest angle 𝜃HB and within 1 Å of the closest

one. For each of the two possible acceptor bonds, the set of potential RNA donors

was also restricted to atoms which were placed on one side of the HOH plane and

on the side of the water oxygen facing away from the hydrogens. Water−water HBs

were not explicitly considered; i.e., no global optimization of the HB network was

carried out. However, in practice, the identified water−RNA HBs sterically exclude

competing water−water HBs for the same water.

Association Sites. Ion−RNA coordination bonds and water−RNA HBs were
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analyzed over the course of the simulation runs, and the total number of bonds

formed by every solvent particle at any given time was also tracked. Locations where

individual ions or waters formed multiple simultaneous bonds with the RNA were

identified, and average positions of the coordinated solvent particle were obtained for

each set of ligated RNA atoms. All positions that were populated during at least 1%

of the total simulation time were retained for further analysis. These positions trace

a network of favorable locations for ions and water molecules, coordinating the RNA.

Maximum linkage clustering with a 2 Å cutoff was used to define distinct association

sites on the basis of the raw positions of coordinated water and magnesium and

potassium ions.

Residence Times. Residence times in association sites were determined using

an indicator function, 𝑜𝑠,𝑖(𝑡), similarly to the positional correlations defined for the

ions alone. Here, the reference is the position of the site, and 𝑜𝑠,𝑖(𝑡) is defined to

equal 1 if ion 𝑖 is within 2 Å of site 𝑠 at time 𝑡 and 0 otherwise. Correlations for

𝑜𝑠,𝑖(𝑡) were calculated again without subtracting the mean and were averaged over all

times and all ions for each site 𝑠. The correlation time, identified with the residence

time in site 𝑠, is determined as the time where the correlation function equals 1/e.

This approach has been used to define residence times also in ref [47], where a cutoff

of 4 Å was chosen. Here we have used 2 Å to match the size of our association sites,

as determined by the clustering algorithm used in their identification.

Residence times defined in this way also permit excursions of the particle from

the site, as long as it stays close enough to return with increased probability. For

comparison, dwell times were also determined, which are defined here as the average

duration of the interval that a particle spends strictly within 2 Å of the site. These

dwell times are correlated with the residence times but much shorter, especially for

sites with long residence times.

Principal Component Analysis. Collective dynamics of RNA and ions and
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their time scales were analyzed using principal component analysis (PCA) [119–121].

Starting from trajectory data for a set of coordinates 𝑎𝑖, which are, e.g., the Cartesian

coordinates for atoms (of selected types) in the system, PCA identifies an orthogonal

basis formed by linear combinations of the underlying coordinates 𝑎𝑖. Coordinates

in the new basis are eigenvectors 𝑣(𝑛) of the covariance matrix, 𝐶𝑖𝑗 = ⟨√𝑚𝑖(𝑎𝑖(𝑡) −
⟨𝑎𝑖⟩)√𝑚𝑗(𝑎𝑗(𝑡) − ⟨𝑎𝑗⟩)⟩. The corresponding eigenvalues 𝜆(𝑛) give the mean variance

exhibited by the dynamics along each eigenvector. As PCA maximizes the fraction of

the total remaining variance that is captured by each additional eigenvector, a small

number of the principle component (PC) with the highest eigenvalues gives a good

overview over the collective dynamics of the system.

We have used PCA of the RNA coordinates to determine time scales of global

RNA motions, which were extracted as autocorrelation times after projection of the

dynamics onto the first several eigenvectors. The correlation times were identified

with the time when the normalized correlation function decreases to a value of 1/e.

In order to study the coupling of ion dynamics to motions of the RNA, we have

performed a joint PCA, simultaneously for the Cartesian coordinates 𝑥𝑃 of the RNA

phosphorus atoms and for the occupation counts 𝑛Mg
𝑖 , 𝑛K

𝑖 , and 𝑛W
𝑖 of the association

sites, identified near the RNA for magnesium, potassium, and water. Prior to this

analysis, each of the four types of variables was separately rescaled, such that the

mean variance in each type of variable becomes unity, e.g., 𝑛̃K
𝑖 (𝑡) = 𝑛K

𝑖 (𝑡)/𝑉 K =
𝑛K

𝑖 (𝑡)/⟨VAR(𝑛K
𝑖 (𝑡))⟩𝑖. Note that the relationship between different variables 𝑛K

𝑖 , 𝑛K
𝑗

in the same category is not affected by this proportional scaling of the entire category.

The scaling ensures, however, that all types of variables contribute equally to the total

variance of the joint coordinates that are subjected to the PCA. When the results

are interpreted, the actual changes implied by the changes in the scaled variables are

calculated, on the basis of the known scaling factors. In order to maximize sampling,

all five available runs were analyzed together by forming an aggregate covariance
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matrix.

1.3. Results and Discussion

Preferential Interaction Coefficients. Experimental values of preferential inter-

action coefficients for Mg2+ with the 58-mer RNA were taken from ref [11]. For a

system with 150 mM K+ and 1 mM Mg2+ the reported Γ2+ is �10.5, and it is �8.2

at 0.5 mM Mg2+. Experimental values for Γ2+ over a range of Mg2+ concentrations

from 0.3 to 1.0 mM are replotted in Figure 1.2 together with values from our simu-

lations. The results from the augmented SBM closely match experimental values at

the high end of the range. At lower [Mg2+], the SBM overestimates Mg2+ association

with the RNA. For the explicit solvent simulations, the effective concentration of

Mg2+ is 0.6 ± 0.2 mM. Concentration and preferential interaction coefficients from

the MD simulations are listed in Appendix table A.1. The considerable statistical

error in the bulk concentration of Mg2+ is due to the small number of ions found in

the bulk of even the largest accessible simulation box. The excess number of Mg2+,

associated with the 58-mer RNA in the simulations, is 10.8 including the chelated

Mg2+ or 9.8 excluding it. The observed degree of agreement between simulations

and experiment indicates that the models are suitable to treat ion association with

RNA. The SBM achieves quantitative agreement for excess ion counts, using simple

interactions for Mg2+ without a dispersive term [122], but with parameters for the

repulsive term that were directly optimized to reproduce association numbers. We

rely on the more detailed explicit solvent simulations, which produce nearly equiva-

lent association numbers, to study the spatial distributions of associated Mg2+ and

K+, and also water.

Ion Distributions. Pair distribution functions, shown in Figure 1.3, summarize

the average spatial relationships between ions and RNA. Enrichment of cations and
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Figure 1.2: Preferential interaction coefficients. Experimental data for Γ2+ are compared
to values from the explicit solvent simulations and from simulations with an
augmented structure-based model, including explicit Mg2+.

depletion of chloride anions near the RNA are apparent in Figure 1.3A. A layer of co-

ordinated water molecules is also visible in the distribution of RNA−oxygen distances.

The distribution of Mg2+ near the RNA further reflects the different regimes of asso-

ciation, starting with a sharp peak near 2 Å due to inner-sphere contacts, formed by

chelated Mg2+. The first main peak, corresponding to outer-sphere contacts formed

by hexa-hydrated Mg2+ via the first hydration layer, ends at 5 Å, where a broad

shoulder reflects the enrichment of diffuse Mg2+ ions. The first peak for K+ occurs

at shorter distances up to 3.65 Å indicating a first layer of K+ that frequently forms

inner-sphere contacts with the RNA. As stated above, we use the distances extracted

from these distributions as cutoffs to determine contacts between Mg2+ or K+ and

the RNA. The ion distributions for the unchelated potassium and magnesium ions in

Figure 1.3B illustrate cation correlations, although only the K−K pair distribution

is well resolved, with the first maximum at 4.5 Å. Both the Mg−Mg and Mg−K

distributions are irregular due to the small number of Mg2+ in the system. The Mg

distribution does, however, show a clear first peak around 6.7 Å. While the distribu-
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tion of Mg2+ themselves reveals no clear pattern, association with the RNA follows

regular preferences. Both Mg2+ and K+ form regular distributions around RNA P

atoms, shown in Figure 1.3C, for nonchelated ions. The split first peak for Mg2+ sug-

gests, however, that other partner atoms steer cation association more directly. The

distributions of hydrated Mg2+ around its preferred immediate coordinating part-

ners are shown in Figure 1.3D. Both phosphate oxygens and electronegative atoms

provided by RNA bases coordinate hydrated Mg2+ at distances around 4 Å.

Correlated Dynamics of Ions and Water. Without initially looking for

specific binding sites, the coupling between RNA and solution environment should

also be reflected in a slowing down of the dynamics of coordinating ions and water

molecules and in correlations between their motions and those of the RNA.

Positional correlation functions, shown in Figure 1.4, quantify how long an

unchelated solvent particle remains in a region within 4 Å from its initial position,

depending on its initial proximity to the RNA. For Mg2+ ions within 3.5 or 4.0 Å of

the RNA, correlation times reach 2.4 ns. Some K+ approach the RNA more closely

than the hexa-hydrated Mg2+. The correlation time for K+ within 3.0 Å is 1.4 ns,

decreasing to 0.8 ns at 3.5 Å and to 0.2 ns at 4.0 Å. Water shows a similar slowing

down near the RNA, albeit with shorter correlation times. 0.2 ns is the maximum

for initial distances of 3.0 Å, decreasing to 0.1 ns at 3.5 Å and 0.06 ns at 4.0 Å. The

temporal scales spanned by water molecules and ions exhibit a broad spectrum due

to inherent charge imbalance on the solvent accessible RNA surface [21]. To reveal

dynamical features of water coordinating RNA, we have calculated, using a geomet-

ric criterion, the average number of hydrogen bonds formed with the 58-mer rRNA.

We have determined the lifetimes of water and cation association with the RNA by

identifying the hydrogen bonds between water and RNA and the coordination of K+

and Mg2+ by RNA oxygen atoms (Appendix A).

Coordination Bonds. The overall average binding times of metal ions and wa-
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Figure 1.3: Pair distribution functions. (A) Distribution of ions and water oxygens near
the RNA surface, measured from the closest heavy RNA atom. (B) Mutual
pair distribution functions of Mg2+ and K+ cations. (C) Distributions of Mg2+

and K+ around RNA P atoms. (D) Distributions of Mg2+ around electronega-
tive RNA atoms: guanine O6, purine N7, uridine O4, and phosphate oxygens.
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Figure 1.4: (A) Positional correlation functions for unchelated Mg2+ ions near the RNA,
for different initial RNA-Mg distances of 3.5-6.0 Å. (B) Positional correlations
for K+, for initial distances from 3.0 to 6.0 Å. (C) Positional correlations for
solvent water, for initial distances from 3.0 to 6.0 Å.

ter with RNA are ordered (Figure 1.5A; Figure A.3 and Table A.2 in the Appendix

A): 𝑡(Mg2+) > 𝑡(K+) > 𝑡(H2O). Lifetimes of individual bonds show considerable

variation, also listed in Table A.2. Experiments indicate that RNA stability is gov-

erned by charge density of divalent metal cations [123]. The pattern of preferences for

specific RNA species is analogous between Mg2+ and water but differs for K+. Mg2+

and water reach the longest lifetimes at O2P, 311 ps for Mg2+ and 51 ps for water.

Water also reaches a similar lifetime with 5’ triphosphate oxygens (49 ps). Water

lifetimes with both of these most favorable partners exceed the shortest residence

time for Mg2+, which is 28 ps at sugar oxygen O4’, where the lifetime for water is

also only 12 ps. O4’ is also the only species where the residence time for K+ (47 ps)

exceeds that of Mg2+ even though K+ reaches a lifetime of 101 ps near base atoms.

The variation of lifetimes for water HBs with nucleotide groups indicates sub-

stantial heterogeneity of water dynamics on the RNA surface. The average relaxation

time of water HBs between the nucleotides, each with its unique local environment,

is between ∼ 2.5−9 times larger than the lifetime of bulk HBs in water at room tem-

perature. These results suggest slow dynamics of water near the RNA surface [21].

The lifetime of coordination bonds, formed by water or ions, increases on average
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Figure 1.5: Coordination bonds and association sites. (A) Summary of lifetimes of coordi-
nation bonds between RNA and water or ions. (B) Average coordination bond
lifetime as a function of the maximum total number of simultaneous bonds be-
tween RNA and the same water or ion. (C) Histogram for the total number of
simultaneous coordination bonds formed with the RNA by water, Mg2+, and
K+. (D) Distribution of residence times for Mg2+, K+, and water in specific
association sites near the RNA, determined on the basis of the formation of
multiple simultaneous coordination bonds. (E) Illustration of a water molecule
in an association site, positioned to form simultaneous hydrogen bonds with
two bases. Average lifetimes of single and paired bonds and residence time
of water given. (F) Association sites near the RNA surface. Sites for Mg2+

(green), K+ (purple), and water (red) are distinguished by average residence
times: large (𝑡 > 10 ns), medium (1 ns < 𝑡 < 10 ns), and small spheres (𝑡
< 1 ns). The chelated ions are labeled. Roman numerals indicate locations
discussed in the text.
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with the total number of such bonds formed simultaneously by the solvent particle

involved (Figure 1.5B). This number of simultaneous bonds likely acts as a proxy for

the degree of burial, which is known to control residence times. Still, it is surprising

how similar the dependence of the average bond lifetime on the number of simultane-

ous coordination bonds is between both types of ions and water (Figure 1.5B; Figure

A.4, Appendix A). The distributions of lifetimes for water HBs with RNA and for

metal counterion coordination bonds with RNA indicate that Mg has a significantly

more pronounced tail at large bond lifetimes. The differences in average binding

times are attributed to the difference in the most probable number of simultaneous

binding partners between the species (Figure 1.5C).

Determination of Association Sites. On the basis of the observed coordi-

nation, we have determined the association sites for ions and water near the 58-mer

rRNA. For other recent studies of Mg2+ association, see refs [124, 125]. The associa-

tion sites, similar to observations in more complex systems like riboswitches [47], are

all in the outer sphere [47]. The distribution of residence times in the association sites

is shown in Figure 1.5D. Examples for median residence times are annotated in the

figure. Typical residences last for several ns for Mg2+, while potassium residences are

shorter, and typical water residences are shorter again. Distributions are, however,

broad for all three species and extend from tens of ps to tens of ns. The longest

individual residences persist for the length of the simulation run. Residence times

beyond 100 ns are collected in the last bin of the histogram, forming a clear spike in

the case of Mg2+, corresponding to 22 individual long residences.

The sites are identified as locations where water or ions form simultaneous coor-

dination bonds, linking multiple RNA atoms (Figure 1.5E). To quantify time scales

of association by water or ions with the RNA, we have examined a positional correla-

tion function between solvent particles and sites. Site residence times were measured

where the correlation function fell below 1/e. We have also determined the average

34



times spent by ligands within 0.2 nm of the association site without excursions. These

“dwell times” correlate well with the residence times (Figure A.5 in the Appendix A)).

The association sites for Mg2+, K+, and water are shown in Figure 1.5F (and

Figure A.6–A.8). We find 120 Mg2+ association sites, 161 K+ sites, and 383 water sites

in the outer sphere. Among these, 42, 19, and 18 sites, respectively, have residence

times greater than 10 ns. The median residence time for Mg is ∼ 2.65 ns. All Mg sites

with one exception are occupied by hexa-hydrated Mg, some with residence times in

excess of 100 ns. In one instance, a Mg2+ spontaneously formed two inner sphere

contacts with the RNA and remained chelated in X-ray site C1163 for the rest of

the run, in the site that is marginally stable for chelation according to ref [10]. The

long-lived outer-sphere association sites, occupied by the hexa-hydrated magnesium,

anchor the local ionic RNA environments for long times against fluctuations. The time

scales of interactions of the discrete water molecules with RNA nucleotides stretch

from several hundred picoseconds to few nanoseconds.

Placement of Association Sites. The most stable sites are generally placed

in surface crevices, where multiple interactions between RNA and solvent particles

are favored. Many are placed in the region around the chelated potassium. Others

are located at the packing interface between helix A and helices B and C. One large

group of association sites is placed near the chelated K+, however, not at the packing

interface between helices A and C, which is bridged by the chelated Mg2+, but on

the opposite side of the chelated K+. Here, a group of several water, K, and Mg sites

form a channel [126] through the structure via loops at the end of helix A, formed by

bases 11 to 20 (Ia) and near bases 21, 25, 26, and 38 (Ib). Note that bases 19−24

bind the chelated K+, and A38 is also involved in a tertiary base pair (BP) with U10.

(Roman numerals refer to labels in Figure 1.5F. Additional views, using the same

labels, are provided in Figure A.6 in Appendix A.)

Several stable association sites are located near the tertiary base pairs, stabilizing
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the main packing interface. One set of three Mg sites is placed in a cleft at the helix

packing interface, near the tertiary BPs G21−G41 and C22−C42 (II). Matching K

sites are observed in the same positions, and several water sites are adjacent, near

BP G43−A48 and very close to the chelated potassium. Matching Mg and K sites

are also found near the tertiary interface BP U10−A38 (IIIa) with water association

sites on the other side of the U10−A38 BP (IIIb). Another group of Mg, K, and

water sites is in a surface cleft near the interface of helices A and B, and also near the

strand junction in helix A, formed by BPs U31−A7 and U32−A36 (IV). Here the K

and water sites are placed deeper inside the pocket than the competing Mg site.

The time scales of interactions of the discrete water molecules with RNA nu-

cleotides stretch from several hundred picoseconds to a few nanoseconds. A tertiary

BP, G5−A35, is associated exclusively with a water site (V), where a water molecule

is able to interpose itself between the binding bases for tens of ns. Outside the inter-

face region, a string of stable Mg sites is found in the groove between helices B and

C, starting near the termini and ending in a large pocket at the packing interface,

including the BP U10−A38 (VI, IIIa) Association sites with shorter residence times

are located in the same regions. The groove of helix B contains several more Mg sites

with ns residence times and also some K and water sites. Another cluster of water

sites is placed more deeply in the groove in helix B, linking U51, C52, and A53 to A4,

G5, and G6 via waters with ns residence times, which are either buried or placed in

a deep cleft in the structure. Shorter-lived sites are similarly detected near the other

stable sites, as well as in other less favored locations.

A string of Mg sites with residence times less than 1 ns follows helix A on the

surface of the molecule, clearly visible in Figure A.8A. Another association site is

placed further away in helix A, mediating a contact between C29 O2P and A38 O1P.

This water site is exposed on the surface of the molecule with a residence time of 180

ps. Exposed K and water sites with residence times below 100 ps trace the entire RNA
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chain. Many additional water sites with similar residence times are found elsewhere on

the surface, still preferentially in recessed positions. The contact map for interactions

mediated by long-lived water bridges is shown in Figure A.9 in Appendix A.

Many of the long-lived magnesium sites correspond to the positions of metal ions

that are present in the X-ray structure. Of the 14 magnesium locations found in the

two copies of the RNA in the crystal, 9 correspond to long-lived magnesium sites in

our simulations (see Figure A.8 in Appendix A)). Two of these, residues C1164 and

C1170 in the PDB, are placed in the groove of helix B and C. Four more crystal sites

are placed on the surface near the end of the groove. Of these, C1161 and C1159

are in the locations labeled II and VI and C1160 and D1365∗ correspond to two

other nearby sites. (Ions marked with a star are only present in one chain in the

crystal structure.) C1169 corresponds to our site IV in helix A. Four more crystal

ion positions are located in the channel through the RNA structure, near the chelated

ions. C1172 and C1163 correspond to our locations Ia and Ib. D1372∗ is placed in

between, andC1168∗ is further outside. These two have no corresponding magnesium

sites in the simulations. Two more sites that are not occupied in the simulations are

C1166 andD1364, near the triphosphate. Possibly the large motions of the terminal

in the simulations are responsible. The last unoccupied site is C1165∗, placed at the

other end of the RNA and coordinated by a phosphate oxygen from U116. In the

crystal, this ion is also in contact with another phosphate oxygen from A136 in the

nearby chain D, which provides an artificial stabilization to this site in the crystal.

Hence, this last site is clearly an artifact of the crystal environment. The terminal of

the RNA, where two more crystal sites are located, is highly mobile in the simulated

solution environment. This may affect the actual stability of the sites, because the

binding environment becomes impermanent, but it may also affect the ability of our

analysis to identify specific sites in fixed locations relative to the RNA. Finally, the

two extra sites in the channel region likely represent a valid alternative pattern of
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ion occupation, since they are both occupied in only one of the two copies of the

RNA in the crystal. As one of the undetected sites is more distant from the RNA

than those observed in the simulations, the configuration that was not sampled in the

simulations may be the energetically less stable case.

Overall, the sites identified from the simulations agree with the locations of ions

in the X-ray structure, indicating that the force field correctly identifies the most

favorable positions for ion association with the RNA. The total number of ions in

the crystal is slightly larger than the number of associated ions under the simulated

conditions, both according to experiment and in the simulations themselves. One of

the extra crystal sites is apparently an artifact. The termini, where another site is

not identified by the simulations, are very mobile. In the channel near the chelated

ions, the two sites that are occupied by Mg2+ in the simulations are present in both

crystal structures, while the two unoccupied ones are each only present in one of the

copies in the crystal, suggestive of alternative occupation. In any case, ions in the

simulations can dynamically visit multiple sites. Simulations, including explicit ions,

offer the possibility to investigate correlations between the dynamics of individual

ions and dependencies of ion dynamics on the changing conformation of the RNA.

Collective Dynamics of RNA, Ions and Water. The collective behavior of

RNA, ions, and water that is foundational for the complex polymer system is accessed

most directly by a combined analysis of their dynamics. Beyond using principal

component analysis (PCA) [120] of the RNA coordinates to determine time scales of

global RNA motions (see Figure A.10 and A.11 in Appendix A), we have performed

a joint PCA, simultaneously for the coordinates of the RNA phosphorus atoms and

for the occupation counts of the magnesium, potassium, and water sites, to reveal

the coupling of ion and water dynamics to RNA motions (see the Figure A.12 in

Appendix A). Figure 1.6A−C shows the changes in occupation of Mg, K, and water

sites, associated with the motions of the P atoms corresponding to the first joint PC,
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shown in all three panels. The root-mean-square displacement of the RNA P atoms

due to the first mode is also plotted in Figure 1.6D, where some bases that undergo

large motions are annotated. The largest RNA displacements, involved in the first

joint PCA mode, occur at the termini and near the junction in helix A, around base

A35. Base A7, which is placed at the other side of the helix junction, forms a smaller

local maximum in the root mean square fluctuation (RMSF), attributed to the first

mode. Another local maximum occurs at base C29. The largest motions, near A35

and at the 5’ end, are accompanied by the loss of several associated water molecules.

Additional water is instead introduced into the core of the RNA. Associated ions are

also displaced or exchanged in several affected locations. (1) At the termini, positive

displacement along the first mode acts to narrow the groove between helices B and

C, while negative displacement acts to widen the groove as the 5’ terminus moves

outward. As the groove narrows, potassium is lost from the position of X-ray residue

C1170 in the groove, while the magnesium count increases at the expense of water

in the adjacent position C1164, and in another position closer toward the termini.

(2) In the core of the RNA, several sites, placed in the cleft at the end of the groove,

are affected. Base A7 is located near the sites in location VI, where magnesium is

lost in response to a positive displacement along the first mode. Magnesium is also

lost from X-ray site C1161, while the adjacent position D1365 gains magnesium

occupation. In the more deeply buried site C1159, in location IIIa, magnesium

replaces potassium. (3) Positive displacement moves base C29 closer in toward a

group of magnesium sites on the surface, in location IV. In response, magnesium

here is shifted from the closer sites away into the more distant sites in the group.

(4) Displacements of the RNA are relatively small closer to the chelated ions, and

around the nearby channel through the structure, but the occupation of the sites in

the channel is still strongly affected. In response to a positive displacement of the

RNA, magnesium, found in X-ray sites C1163 and C1172, is replaced by potassium,
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which instead occupies siteD1372 placed in between, and positions nearC1172. The

different locations inside the channel that are taken up by magnesium and potassium

indicate a correlated response to the changing geometry of the RNA. Overall, larger

changes are concentrated in a few regions of the structure. In the groove of helices

B and C, changes in ion occupation are directly tied to large displacements of the

RNA. Since Mg2+ is lost as the groove broadens, the process is not driven by steric

repulsion but rather by distortion of the environment, provided by the RNA for the

ions. The shift of Mg2+ occupation in location IV, induced by the movement of

base C29, is instead compatible with a steric displacement. No large displacement of

the nearby RNA corresponds with the changes in occupation of the sites in locations

IIIa and VI and nearby. The redistribution of ions over several adjacent sites is

apparently correlated, and possibly the correlation extends to the other affected sites

in adjacent regions, in the groove and near base C29. The replacement of Mg2+

by K+ in the channel region is also not accompanied by large changes of the RNA

structure, but the untypical preference for K+ in the nearby chelation site itself shows

that subtle structural effects can determine ion occupation. On the other hand, the

large displacement of the RNA around base A35 is not directly linked to changes in

ion occupation, since only water sites are found in the vicinity. However, the motion

itself is linked to the smaller motions of the nearby C29, which visibly affects ion

occupations. Meanwhile, A35 and the adjacent A38 are both involved in tertiary BP

interactions, stabilizing the RNA structure near the central four-helix junction. The

large motion of A35, alongside the introduction of additional water into the RNA

as part of the first mode, indicates a reversible disruption of this BP, linked with

changes in the structure and composition of the ion atmosphere. (Additional data for

the first five PCs are shown in Figure A.13-A.22 in Appendix A) Future work beyond

the scope of the current paper, using the combined analysis of RNA motions and site

occupations, promises to reveal more insight into the influence of the ion atmosphere
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on RNA dynamics.

Figure 1.6: Joint principle component analysis of RNA dynamics and of Mg, K, and water
site occupations. Displacements of RNA P atoms around the average structure
(dark blue) due to the first mode are shown, scaled 2×. (A) Color coded
changes in Mg occupation counts, associated with the RNA motion, for sites
with changes |𝛿| ≥ 0.1. (B) Changes in K counts, for sites with |𝛿| ≥ 0.1.
(C) Changes in water counts, for sites with |𝛿| ≥ 0.25. (D) Root-mean-square
displacement of RNA P atoms due to the first mode.

1.4. Conclusions

We have demonstrated that the 58-mer rRNA fragment in solution forms a complex

polymer in conjunction with ions and solvent water, with a wide range of spatial and

temporal heterogeneity of the underlying dynamics of its molecular architecture: (1)

Mg2+ and K+ ions near the RNA atoms maintain correlated fluctuations over several

ns. (2) The average relaxation time of water HBs between the nucleotides is between

∼ 2.5−9 times larger than the lifetime of bulk HBs in water at room temperature. (3)
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The time scales of interactions of water molecules with RNA nucleotides stretch from

several hundred picoseconds to a few nanoseconds. (4) Residences in some association

sites have lifetimes in excess of 100 ns. The association sites anchor the local ionic

environments around the RNA for long times against fluctuations. (5) Joint PCA

of the rRNA phosphorus atoms and the occupation numbers in the association sites

suggests a microscopic link between ion association and the stability of a key tertiary

BP, stabilizing the RNA fold.
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Chapter 2.

Diffuse ions can coordinate

dynamics in a ribonucleoprotein

assembly

*Reproduced from Wang, A; Levi, M; Mohanty, U; Whitford, P. “Diffuse ions can
coordinate dynamics in a ribonucleoprotein assembly”. Manuscript submitted.

43



2.1. Introduction

Positively charged cations are required for RNA [1, 2, 8, 92, 94, 127], DNA [128, 129]

and ribonucleoprotein (RNP) assemblies [48, 49] to undergo elaborate conformational

rearrangements associated with biological function. One of the most well studied RNP

assemblies is the ribosome, for which numerous studies have illustrated how appropri-

ate counterion concentrations are required for assembly [50, 51] and rapid transitions

between functional states [52, 53]. In addition to altering biochemical kinetics, dif-

ferences in in vitro solution conditions have also been found to dramatically alter the

accuracy of protein synthesis [54, 55]. Even though the broad influence of ions on

biomolecular kinetics has drawn significant interest, it has been challenging to obtain

precise physical-chemical insights into the relationship between the ionic environment

and dynamics of RNP assemblies.

When describing RNA, localized ions may be generally categorize as chelated,

or diffuse [2, 8]. Chelated ions are characterized as being partially dehydrated, which

allows for strong direct contacts to be formed with RNA [2, 8, 9]. Accordingly,

chelated ions can remain bound for long (milliseconds to seconds) timescales [130–

132]. In contrast, diffuse ions remain fully hydrated (e.g. Mg(H2O)2+
6 ) and associate

less strongly with RNA (Figure 2.1a). The hydration exchange rate of diffuse ion

is on the order of microseconds according to experimental investigation [101]. While

each diffuse ion only weakly interacts with the RNA, the collective effect of the diffuse

ionic environment can be significant, where changes in ion concentrations have been

shown to control the balance between folded and unfolded conformations [2]. An

additional layer of complexity when describing ionic effects on RNA dynamics is that

diffuse monovalent and divalent ions compete for interactions with RNA [6, 7]. Thus,

in addition to the transient and weak nature of the interactions, differential charge

compensation results in a delicate balance of entropic and enthalpic factors, which

together have non-linear effects on biomolecular stability and dynamics.
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The essential role of ions on biomolecular dynamics has motivated their study

over a wide range of temporal and spatial scales [12–21, 133]. In terms of theoreti-

cal/computational techniques, many methods are available to study ionic effects, such

as Brownian dynamics simulations [134], implicit-solvent models [19, 35, 135] and all-

atom explicit-solvent MD simulations [15, 46, 47]. With regards to implicit-solvent

models, there have been many applications of non-linear Poisson Boltzmann (NLPB)

theory [23–25], counterions condensation models [6, 7, 26–28, 136] and Debye-Hückel

(DH) treatments [30, 31], among other method [32, 137]. However, a general limita-

tion of these approaches is that they do not typically account for ion-ion correlations,

or the differential effects of various ionic species (e.g. monovalent vs. divalent) [33,

34]. In the study of larger-scale assemblies, studies that employ coarse-grained models

often employ DH representations of the monovalent ions [35]. While DH models are

suitable for exploring interactions between opposing charges (e.g. positively charged

proteins interacting with DNA [138, 139]), they are unable to capture ion-induced

attraction between polyanionic molecules [140]. Motivated by this, there have been ef-

forts to parameterize coarse-grained models with explicit-ion representations, which

have been effective in the analysis of DNA-DNA attraction [141, 142]. There is

also a long history of ion force field parameterization for use with all-atom explicit-

solvent simulations [36, 37], which can circumvent some of the limitations inherent

in implicit-solvent models. However, the increased computational requirements of

explicit-solvent models often limit simulations of large assemblies to relatively short

timescales (i.e. microseconds [66, 67]), making it difficult/impossible to directly de-

scribe the relationship between ionic effects and large-scale processes.

To enable the study of diffuse ion dynamics during large-scale conformational

events, we present an all-atom (non-Hydrogen atom) model that employs simplified

biomolecular energetics, along with a transferrable potential for explicit monova-

lent (K+,Cl−) and divalent (Mg2+) ions. Specifically, an all-atom structure-based
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(SMOG) model[116, 143] is used to define intramolecular interactions, while ionic

interactions are assigned non-specific effective potentials and coulomb electrostatics.

Parameters for ion-ion, ion-RNA and ion-protein interactions were refined against

explicit-solvent simulations of small model systems (prototypical RNA fragments

(Figure 2.1b,c) and protein S6 (Figure B.3)). A subset of the ion-RNA parameters

were then further refined through comparison with an experimental measure of the

excess ion atmosphere of a prototypical rRNA fragment. While the model parameters

(collectively referred to as the SMOG-ion model) were established using experimen-

tal measurements at a single ionic concentration as a reference, we find the model

accurately describes the concentration-dependent properties of the diffuse ionic at-

mosphere for multiple small RNA molecules. With these benchmarks in place, we use

the model to simulate a bacterial ribosome in the presence of monovalent and divalent

ions. This analysis reveals how the conformation of the ribosome, specifically the L1

stalk, depends on the diffuse ionic environment. We further demonstrate how diffuse

ions mediate recruitment and binding of transfer RNA (tRNA) molecules during the

elongation cycle of the ribosome. Together, these calculations reveal the intricate

relationship between the diffuse ionic environment and the structural dynamics of a

large-scale biomolecular assembly.

2.2. Methods

2.2.1. Structure-based “SMOG” model with explicit ions

The model is constructed by combining the energetics of an all-atom structure-based

“SMOG” model [116, 143] with an explicit treatment of diffuse ions (K+, Cl− and

Mg2+), where Coulomb electrostatics and effective potentials define the ionic inter-
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actions. The potential energy may be generally described in terms of two parts:

𝑉 = 𝑉SMOG + 𝑉E., (2.1)

where 𝑉SMOG refers to the all-atom structure-based potential energy and 𝑉E describes

the potential energy of all electrostatic interactions.

In the all-atom structure-based SMOG model (𝑉SMOG), all non-hydrogen atoms

are explicitly represented, and an experimentally-identified configuration is defined

as a potential energy minimum. The functional form of the SMOG model is given

by:

𝑉SMOG = ∑
𝑖𝑗∈bonds

𝜖b
2 (𝑟𝑖𝑗 − 𝑟0

𝑖𝑗)
2 + ∑

𝑖𝑗𝑘∈angles

𝜖𝜃
2 (𝜃𝑖𝑗𝑘 − 𝜃0

𝑖𝑗𝑘)2

+ ∑
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𝜖𝜒imp
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𝑖 )2 + ∑
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𝜖𝜒planar
2 (𝜒𝑖 − 𝜒0

𝑖 )2

+ ∑
𝑖∈backbone

𝜖BB𝐹𝐷(𝜙𝑖) + ∑
𝑖∈sidechains

𝜖SC𝐹𝐷(𝜙𝑖)

+ ∑
𝑖𝑗∈contacts

𝜖C
⎡⎢
⎣

(
𝑟0

𝑖𝑗
𝑟𝑖𝑗

)
12

− 2 (
𝑟0

𝑖𝑗
𝑟𝑖𝑗

)
6
⎤⎥
⎦

+ ∑
𝑖𝑗∉contacts

(𝐶18
𝑟18

𝑖𝑗
− 𝐶12

𝑟12
𝑖𝑗

) , (2.2)

where

𝐹D(𝜙𝑖) = [1 − cos(𝜙𝑖 − 𝜙0
𝑖 )] + 1

2[1 − cos(3(𝜙𝑖 − 𝜙0
𝑖 ))].

𝜒0
𝑖 and 𝜙0

𝑖 were given the values found in a pre-assigned configuration. While 𝑟0
𝑖𝑗 and 𝜃0

𝑖𝑗𝑘

were assigned the corresponding values found in the Amber99sb-ildn force field [144],

as employed in a previous SMOG-AMBER model [145]. Interaction weights were

assigned default values (Consistent with previous studies (see ref [116])). Contacts

were defined using the Shadow Contact Map algorithm [146] with a 6Å cutoff and

a 1Å shadowing radius. In the current study, we introduced a modification, relative

to earlier applications of the model, where a 12-18 potential was included for atoms
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that are not in contact in the experimentally-defined structure. This was introduced

in order to define an excluded volume potential that mimics the AMBER force field,

without also including a deep attractive well (Fig. B.1). With this approach, the

steric representation provided by the model can mimic that of more highly-detailed

models, without introducing a large-degree of non-specific energetic roughness. Here,

the coefficient 𝐶18 and 𝐶12 were calculated for each type of interaction based on fits

to the corresponding 6-12 parameters in the Amber99sb-ildn force field [144] (Fig.

B.1).

In the presented model, the electrostatic representation (𝑉E) included direct

Coulomb interactions (𝑉coulomb), effective excluded volume potentials for diffuse ions

(𝑉ion−excl) and effective potentials that describe ionic solvation effects (𝑉sol):

𝑉𝐸 = 𝑉coulomb + 𝑉ion−excl + 𝑉sol

= ∑
𝑖𝑗

𝑞𝑖𝑞𝑗
4𝜋𝜀𝜀0𝑟𝑖𝑗

+ ∑
𝑖𝑗

𝐴
𝑟12

𝑖𝑗
+ ∑

𝑖𝑗
(

5
∑
𝑘=1

𝐵(𝑘)𝑒−𝐶(𝑘)[𝑟𝑖𝑗−𝑅(𝑘)]2) (2.3)

𝑉coulomb represents the direct Coulomb interactions between a pair of charges 𝑞𝑖

and 𝑞𝑗 with interatomic distance 𝑟𝑖𝑗, while 𝜀 is the dielectric constant for water (80)

and 𝜀0 is the permittivity of free space. In our model, the partial charges of atoms

are obtained from Amber99sb-ildn forcefield [144]. However, since only non-hydrogen

atoms are explicitly represented, the partial charge of each hydrogen atom was added

to the corresponding non-H atom.

The effects of the excluded volumes of diffuse ions is account for by 𝑉ion−excl.

Consistent with previous efforts to model explicit ions [141], pairwise potentials of

the form 𝐴
𝑟12

𝑖𝑗
were used to denote the effect of excluded volume of ion 𝑖 with ion/atom

𝑗. The parameter 𝐴 is different for each type of interaction in the model (e.g. Cl-

Cl, Cl-K, K-O, etc). However, for simplicity it notation, subscripts are not shown.

Following the protocol of Savelyev and Papoian [141], the values of these parameters
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{𝐴} were obtained through refinement based on comparison with explicit-solvent

simulations (See Appendix B for details).

The last 𝑉sol describes solvent-mediated ionic interactions, which manifest in

the form of ionic shells. The functional form is the same as used previously [141],

where there is a sum of Gaussians that describe ionic shells (negative weights) and

intervening barriers (positive weights). For each type of interaction considered, up to

five Gaussians were included to describe up to three ionic shells. In each Gaussian,

the parameter 𝐵(𝑘) denotes the amplitude, and the alternative signs of 𝐵(𝑘) denote

the energy barriers and wells. The location (𝑅(𝑘)), width (𝐶(𝑘)) and amplitude (𝐵(𝑘))

of each Gaussian were refined based on comparison with explicit-solvent simulations

and experimental measurements (details in SI). Consistent with the assignment of

excluded volume parameters, 𝐵(𝑘), 𝑅(𝑘) and 𝐶(𝑘), different values were used for each

type of modeled interaction.

The SMOG-ion model is freely available through the SMOG 2 Force Field Repos-

itory (https://smog-server.org/smog2 - Force Field ID: AA_ions_Wang21).

2.2.2. Calculating preferential interaction coefficient

We calculated the preferential interaction coefficient of Mg2+ ions (Γ2+) from sim-

ulations and used it as a metric to compare with experimental measurements. Γ2+ de-

scribes the “excess” number of Mg2+ ions that accumulate around an RNAmolecule [147]

due to electrostatic interactions [11, 44]. Here, it is calculated by taking the differ-

ence of the total number of simulated ions (𝑁Mg2+) in the system and the expected

value based on the bulk density. Specifically, the expected value is the product

of the bulk density (𝜌Mg2+) and the volume of the simulated box (𝑉box), such that

Γ2+ = 𝑁Mg2+ − 𝜌Mg2+ × 𝑉box. To calculate the bulk density, the RNA fragment was

first recentered in the box for each frame of the trajectory. Then the box was then

partitioned into five equal-width (∼ 140 Å) slabs. The average density of Mg2+ was
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then calculated by excluding the central (RNA-containing) slab, where the reported

uncertainty is the standard deviation over 20 replicas of simulations with the same

concentration. To reduce the uncertainty in the calculated bulk density, the average

was calculated using multiple simulated replicas for each system. However, despite

these efforts, due to the dimensions of the simulated systems the uncertainty in of

1 in 𝜌Mg2+ × 𝑉box, and therefore Γ2+, is due to an uncertainty of ∼0.005 mM in the

calculated bulk value of [MgCl2].
When evaluating Γ2+, it is necessary to consider the influence of chelated ions,

as well as the diffuse environment. Since chelated ions can be bound to an RNA

molecule, they may be treated as effectively partially neutralizing the charge of the

system. In some cases, these ions are bound to the RNA and they can be unambigu-

ously identified through X-ray crystallography or NMR spectroscopy [148]. Since the

SMOG-ion was only parameterized to describe diffuse ions, strongly bound chelated

ions need to be assigned a priori. In the Ade riboswitch, there are five chelated

Mg2+ ions (Figure B.2(b)) that have been identified in the x-ray structure (PDB:

1Y26) [44, 149]. However, the binding site of Mg3 (Figure B.2(b)) is formed by the

crystallographic packing interactions and no divalent cation binding could be detected

in the vicinity of this position [148]. Accordingly, this ion was not pre-defined to be

chelated in current simulations. However, since the remaining four Mg2+ ions are

bound deep within the grooves of the RNA, they were defined to be harmonically

restrained their chelation pockets. Further, these chelated ions were included in the

calculation of Γ2+.

2.3. Results

To enable the study of diffuse ions during large-scale biomolecular rearrangements,

we developed an all-atom model with simplified energetics and explicit ions (K+, Cl−,
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Mg2+). Here, an all-atom structure-based (SMOG) model [116, 143] defines the in-

tramolecular interactions, while Coulomb electrostatics and effective potentials (𝑉𝐸,

Eq. 2.3) describe ionic interactions. The “structure-based” interactions explicitly

stabilize a pre-defined biomolecular structure, while the effective potentials ensure

that the competition of ionic species is consistent with in vitro measurements. As

described below, we first parameterized and benchmarked the model against experi-

mental measurements for small prototypical molecular systems. We then applied the

model to determine how the diffuse ionic environment can influence the conforma-

tion of the ribosome. In the current study, we focus on single-basin structure-based

models, where individual experimental conformations are defined as stable. In do-

ing so, these calculations provide a basis for integrating ionic effects in multi-basin

structure-based models, which have been used extensively to simulate conformational

dynamics of large-scale biomolecular assemblies [150, 151].

2.3.1. Simplified model reproduces in vitro ionic distribution

To establish parameters for the explicit-ion model, we first iteratively refined the in-

teraction strengths based on comparisons with explicit-solvent simulations of multiple

systems (Fig. 2.1) for a specific ionic composition1. Using explicit-solvent simulations

with the AMBER f99-ildn [144] force field and modified Mg2+ parameters described

by Åqvist [36] as well as parameters for monovalent ions (K+ and Cl−) reported by

Joung and Cheatham [37] as a benchmark, we refined the ion-ion, ion-RNA and ion-

protein interactions in our model. Here, we employed the procedure of Savelyev and

Papoian [141], where linear parameters in the Hamiltonian are iteratively updated

through use of a first-order expansion of the partition function (Eq. B.2b). In the

following discussion, we will refer to each stage of refinement in terms of the pro-

duced parameter set, rN (i.e. round N). The initial parameters (r0) were estimated

1[MgCl2] ≈ 10 mM, [KCl] ≈ 100 mM
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based on inspection of radial distribution function (RDF) calculated from explicit-

solvent simulations (Figure B.4). As expected, the positions and widths of the peaks

in each RDF were consistent between the r0 parameter set and the explicit-solvent

model (Fig. 2.1e), though there were significant differences in the relative heights of

each peak. However, after separately refining the ion-ion, ion-RNA and ion-protein

interactions (i.e. r1 parameter set; details in Appendix B), we obtained excellent

agreement (Figure B.5) in the RDFs of Mg2+, K+ and Cl− ions (Figs. 2.1e and B.12).

This initial stage of refinement ensures that the positions and widths of the ionic

shells are comparable to those predicted by an explicit-solvent model.

In the second stage of refinement, a subset of the ion parameters was adjusted

based on comparison with experimental measures of diffuse ion distributions. For

this, the preferential interaction coefficient of Mg2+ ions (Γ2+) was calculated from

simulations of a 58-nucleotide rRNA fragment (Fig. 2.1(b)). For consistency with the

experimental conditions [11, 44], we simulated the 58mer with [MgCl2] = 1 mM and

[KCl] = 150 mM. Surprisingly, even though the model (r1 parameter set) recapitulates

the ionic distributions predicted by the explicit-solvent model (Figure 2.1(e), Figure

B.4), Γ2+ was significantly underestimated for the 58-mer. Specifically, the predicted

value of Γ2+ was 2.2 ± 0.64, whereas the experimental value was 10.4 [11].

Since the underestimation of Γ2+ indicates an imbalance in K+ and Mg2+ asso-

ciation with RNA [2], we introduced minor changes to the Mg2+ and K+ interactions

with highly-electronegative RNA atoms. With regards to K+, explicit-solvent simula-

tions of RNA have found that 40-50% of the excess K+ ions are partially dehydrated,

which allows for overstabilization of K+-RNA interactions [47, 122]. This is at odds

with NMR experiments that indicate most K+ ions typically remain fully hydrated [9].

Since our parameters we based on comparison with an explicit-solvent model, we re-

moved the effective potential that stabilizes interactions between first-shell K+ ions

and electronegative (𝑞 < −0.5) O and N atoms (r2 parameter set). While this
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Figure 2.1: Describing the dynamics of diffuse ions: The SMOG-ion model a)
While chelated ions form strong interactions with biomolecules, diffuse ions
(green beads) maintain hydration shells (gray rings) that prevent tight bind-
ing. Even though diffuse ions associate weakly, due to their large numbers in
solution, they can have substantial collective effects on biomolecular energet-
ics [2]. To study their influence on large molecular assemblies, we developed
an all-atom model with simplified energetics (SMOG-ion) in which monova-
lent and divalent ions are explicitly represented. In this model, intramolecular
interactions are defined by a structure-based model [116, 143], partial charges
are assigned to each atom, and effective potentials are introduced to account
for the effects of ion-ion correlations and hydration. As benchmarks during
parameter refinement, we used explicit-solvent simulations of an rRNA helix
(h44; panel b) and protein S6 (Fig. B.3), as well and previous experimental
measures for the an rRNA 58-mer (panel c). d) Representative interatomic
effective potential. Potential for Mg2+ interactions with highly-charge RNA
oxygen atoms is shown before (s0 parameters, blue) and after (s1 parameters,
red) refinement against explicit-solvent simulations of h44. After refinement,
the corresponding radial distribution function (panel e) agrees well with that
obtained using the explicit-solvent model, which ensures the ionic shells are
consistently described by the models. For comparison of all modeled inter-
actions, see Fig. B.5. Minor adjustments to Mg2+ and K+ interactions were
subsequently introduced based on comparison with experiments for the 58-
mer [11].
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increased Γ2+ from 2.2 (r1) to 6.4 (r2), the persistent underestimation of Γ2+ sug-

gested the effective potential for Mg2+ was also insufficiently stabilizing. Since Γ2+

is strongly influenced by the first-shell ionic distributions of Mg2+ ions around highly

electronegative atoms [47], we modestly increased the stability of these interactions in

our model. Based on preliminary free-energy perturbation analysis (not shown), we

increased in the strength of the first-shell Mg2+ interactions by about 0.15 kcal/mol

(r3 parameter set). These parameters predicted a Γ2+ value of 9.5 ± 0.68, which is

comparable to the experimental value of 10.4. When considering the uncertainty in

calculated Γ2+ values (see Methods), we decided to terminate the refinement process

upon reaching this level of agreement. For all subsequence analysis, we used the r3

parameter set, which will simply be referred to as the SMOG-ion model.

2.3.2. Capturing spatially-heterogeneous condensation of

diffuse ions

To obtain a qualitative/semi-quantitive assessment of the SMOG-ion model, we com-

pared the predicted ionic spatial distribution function (SDF) to observations from

crystallography and explicit-solvent simulations of the 58-mer RNA fragment (Fig.

2.1c). This comparison serves as a preliminary test of the transferability of the model,

since the parameters were determined primarily through comparisons with another

isolated rRNA helix (Fig. 2.1b).

We find that the SMOG-ion model predicts regions of high ionic density that

are corroborated by previous crystallographic analysis. There are two asymmetric

assemblies in each unit cell of the crystal structure of the ribosomal protein-RNA

complex that contains 58mer (PDB ID: 1HC8), which indicated 8 robust positions of

Mg2+ ions (Figure 2.2d, pink beads)2 Through quantitative thermodynamics analysis
221 coordinates of Mg2+ ions are reported in the two asymmetric assemblies of 58mer (chain C

and chain D in PDB 1HC8), which yield 13 positions for Mg2+ ions after the chain C and D
are aligned with each other. 8 of the 13 Mg2+ positions are occupied in both copies, while 2
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of Mg2+ binding to 58-mer using nonlinear Poisson–Boltzmann model [43], only one

Mg2+ ion (Figure 2.2d, pink bead in black circle) is reported as a thermodynamically

favorable site-bound ion with a binding free energy of -4.8 kcal/mol [43], which is also

reported as the only chelated Mg2+ ion in 58mer [10]. This chelated Mg2+ ion is har-

monically bound to the oxygen ligands in its chelation pocket in our MD simulations.

SDFs of diffuse Mg2+ (Figure 2.2a) and K+ (Figure 2.2b) ions are calculated from

the SMOG-ion model simulations of 58mer with [MgCl2]=1 mM and [KCl]=150 mM.

After applying Gaussian filter on the SDF of Mg2+, we observed that 6 out of the

rest 7 positions of Mg2+ (excluding the chelation pocket) are captured in the high-

density regions (Figure 2.2d, white isosurface corresponds to 500 mM density surface

of Mg2+ in the 1 mM simulation). The only position of Mg2+ binding site is located

next to the phosphate groups on the terminal G3P residue (Figure 2.2d, pink bead

in dashed black circle), which is stable in the crystallographic structure of 58mer due

to the interactions with other assemblies while highly flexible in the MD simulations.

Besides the chelated Mg2+ ions, the crystal structure of 58mer also resolved a position

of chelated K+, and two positions of Os3+ ions (Figure 2.2d, dark blue beads). In the

SMOG-ion simulations of 58mer, one K+ ion is harmonically bound to the oxygen

ligands in its chelation pocket (Figure B.2a) while the Os3+ ions are not included. It

is worth noting that the high-density regions of Mg2+ ions calculated from the MD

simulations also cover the positions of Os3+ ions resolved in the crystal structure.

In addition to accurately predicting the regions of high ionic density, the SMOG-

ion model also exhibits qualitative trends that are similar to previously-reported

explicit-solvent simulations. Specifically, we find diffuse ions are primarily distributed

in the major grooves of the RNA helices (Figure 2.2 a, b), as observed in explicit-

solvent simulations [46, 152]. In addition, we observed that Mg2+ ions are specifically

favorable to the oxygen atoms (Figure 2.2c, red beads) on the phosphate group of

Mg2+ positions are only occupied in chain C and 3 more only in chain D.
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the nucleic residues, which is unique in comparison with K+ ions, which is consis-

tent with the observation of Mg2+ ion SDF in the vicinity of SAM-I riboswitch from

explicit-solvent simulations [47]. Together, the similarities between simulation meth-

ods suggest the qualitative aspects of the SMOG-ion model are comparable to current

explicit-solvent models, while also exhibiting consistency with experimental measure-

ments for the 58mer at a single ion concentration.

2.3.3. Model accurately predicts concentration-dependent

ionic atmosphere

To quantitatively assess the reliability and transferability of the SMOG-ion model

to describe the diffuse ionic environment, we compared the predicted concentration

dependence of Γ2+ with experimental values for two well-studied RNA systems: the

58-mer rRNA fragment [11] and an adenine riboswitch [44]. Comparing concentration-

dependent values of Γ2+ allows one to ask whether the modeled parameters accurately

describe the competition of ionic species, which will result from a balance of energetic

(i.e. stronger interactions with Mg2+) and entropic (two monovalent vs. one divalent

ion binding) factors. Further, since the modeled ion-RNA interaction strengths are

based on comparison with a single explicit-solvent simulation and a single experi-

mental value of Γ2+, it is important to verify the model parameters are not overfit to

a specific benchmark system/concentration. As described below, the model demon-

strates a level of transferrability, since it can accurately predict Γ2+ over a roughly

one order-of-magnitude range of [MgCl2] values for both RNA molecules.

We first compared predicted and experimental [11] value of Γ2+ for the 58-mer

rRNA (Fig. 2.3a,b). While the model was calibrated with the 58mer at [MgCl2] = 1
mM (and [KCl] = 150 mM), we find it accurately predicts Γ2+ for [MgCl2] values
ranging from 0.2 to 1.0 mM. Over these concentrations, the experimental Γ2+ values

change by 6.5, whereas the model predicts a change of 5.5. There is a systematic
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Figure 2.2: Characteristics of monovalent and divalent ion-RNA association The
SMOG-ion model predicts spatial partitioning of Mg2+ and K+ ions. a) Iso-
surface of spatial distribution function (SDF, molar units) of diffuse Mg2+ ions
for the 58-mer ([MgCl2]=1 mM and [KCl]=150 mM). The isosurface represents
to a 1.3M concentration of Mg2+ (1300-fold enrichment over the bulk value).
b) SDF isosurface (1.3M) for diffuse K+ ions. K+ is more frequently found in
the RNA major groove, consistent with its significant influence on the stabil-
ity of secondary structure [1]. Mg2+ is dominant along the RNA backbone,
consistent with its contribution to tertiary structure formation [2, 92]. c) To
describe the competition between monovalent and divalent ions, the difference
between the SDFs was calculated : Δ𝜌 = 𝜌Mg2+ − 𝜌K+ , where 𝜌i is the SDF of
ion type i. The green isosurface shows preferential association of Mg2+ ions
(Δ𝜌 = 1.3M), while yellow shows a preference for K+ ions (Δ𝜌 = −1.3M).
d) SMOG-ion model predicts population of crystallographically-reported ionic
densities. SDF calculated for diffuse Mg2+ ions (chelated ion not included)
after applying a Gaussian filter. Isosurface shown for 500 mM. Crystallograph-
ically assigned Mg2+ ions (pink) and Os3+ ions (blue) are within the predicted
regions of high diffuse Mg2+ densities, except for the chelated Mg2+ position
and one Mg2+ ion at the terminal tail (dashed circle). The latter is likely
stabilized by crystallographic contacts, in experiments, which rationalizes the
the lack of density in the simulations. In addition to predicting the crystallo-
graphic ions, there are two additional regions of high density (dashed boxes)
that may contribute to stability of tertiary structure.
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underestimation (∼ 1) of the Γ2+ values at higher ion concentrations, though the

uncertainty in the theoretical values is comparable to the difference. The implied dif-

ferences in energetics between the model and experiments are also minimal, since the

Γ2+ values correspond to a difference in the free energy of ion association3 that is only

∼ 1𝑘𝐵𝑇 . In terms of molecular structure, our model explicitly stabilizes the crystal-

lographic configuration. Thus, while minor concentration-dependent conformational

shifts may occur in vitro, which would likely alter Γ2+, such effects are likely to be

attenuated in the current version of the model. Considering these limitations and

uncertainties, one may consider the residual differences between the modeled and

experimental Γ2+ values to be minor.

We addressed the transferability of the model by applying it to the adenine

riboswitch (Figure 2.3c). Since the riboswitch was not utilized for any aspect of

parameter refinement, it serves as a true test of the predictive capabilities of the

model. Further, since the experiments were performed at lower [KCl] values for the

Ade riboswitch than for the 58-mer (50 mM [44] vs. 150 mM [11]), these comparisons

also test the concentration-dependent influence of the monovalent ions. We find that

the predicted Γ2+ values agree very well with the experimental measurements, with

differences that are less than 0.3 (Fig. 2.3d). This implies that the model predicts a

free energy of association that is with 0.3 𝑘𝐵𝑇 of experimental measures. Combined

with our analysis of the 58-mer, these comparisons demonstate the ability of the

SMOG-ion model to accurately estimate diffuse ion energetics and distributions.

2.3.4. Diffuse ions control ribosome conformation

The demonstrated level of agreement with experiments for model systems, combined

with the transferability of the SMOG-ion model (Figure 2.3), indicates that it a

suitable tool for exploring monovalent and divalent ionic distributions around RNA

3Free energy of association calculated using: Δ𝐺𝑅𝑁𝐴−2+ = −𝑅𝑇 ∫𝑐2+
0 Γ2+𝑑[ln𝑐2+] [11]
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Figure 2.3: Simplified model captures concentration-dependent ionic distribu-
tions a) Tertiary structure of the 58-mer rRNA fragment [10] (colored as in
Fig. 2.1c). b) Comparison of experimental [11] and simulated values of the
preferential interaction coefficient (Γ2+) for the 58-mer ([KCl] = 150mM).
While the model was parameterized based on comparison with the experi-
mental value of Γ2+, obtained at [MgCl2] = 1mM and [KCl] = 150mM, the
predicted concentration dependence follows the experimental behavior. c)
Tertiary structure of the adenine riboswitch [44], colored as in Fig. B.2b.
d) Experimental [44] and predicted values of Γ2+ for the adenine riboswitch
([KCl] = 50mM) exhibit excellent agreement. This represents a blind test of
the model, since the riboswitch was not used during model parameterization.
Further, the SMOG-ion model parameters were established using benchmark
systems that were at higher value of [KCl] (100-150 vs. 50 mM). Accordingly,
these comparisons illustrate the transferrability of the model to other RNA
systems and ionic concentrations. Error bars in (b) and (d) represent the
standard deviation of Γ2+ calculated from 20 replicate simulations.
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molecules. In addition, since the employed interaction potentials are additive pair-

wise terms, the simulations exploit available multi-level parallelization algorithms

(Fig. B.11) to achieve long time trajectories of large assemblies (millisecond effective

timescales). With these capabilities, we applied the model to ask how diffuse ions can

affect the structure and dynamics of the ribosome (Fig. 2.4). While recent anoma-

lous scattering data has been used to determine the positions of bound ions [59], the

SMOG-ion model provides a complementary view of the diffuse ionic atmosphere.

For our initial application of the SMOG-ion model to the ribosome, we will focus

on the dynamics of the L1 stalk (Fig. 2.4). During protein synthesis by the ribosome,

tRNA molecules rapidly (10-100 milliseconds) traverse three distinct ribosomal bind-

ing sites (A, P and E). These rearrangements are facilitated by interactions with the

L1 stalk, which can transiently bind and release the tRNA molecules. In particular,

the stalk has been found to associate with tRNA molecules during the late stages

of translocation and tRNA release [153–155]. Microsecond-scale explicit-solvent sim-

ulations highlight the flexibility of this region, where was found to spontaneously

undergo nanometer-scale fluctuations [66]. This predicted flexibility is consistent

with the body of structural [156] and smFRET [155, 157, 158] observations that in-

dicate a balance between “open” and “closed” conformations is necessary for efficient

tRNA translocation. While previous explicit-solvent simulations have detailed the

L1-tRNA interface interactions [65, 68], the degree to which diffuse ions facilitate

these interaction has not been reported.

To dissect the energetic and entropic factors that control movement of the L1

stalk, we performed simulations using multiple SMOG model variants, including

SMOG-ion. In order to isolate the ionic-dependent properties of the stalk, this set of

simulations was performed in the absence of the E-site tRNA molecule (FIG 2.4a).

When the system was simulated with a conventional all-atom structure-based model

(i.e. an electrostatics-free SMOG) [116, 143], there is a shift in L1 position from
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its crystallographic structure position (Figure B.6a). Since the crystallographic posi-

tion is explicitly defined to be the potential energy minimum, this shift reveals how

configurational entropy favors more outward positions (Figure 2.4). The simulations

were then repeated using a model for which Coulomb electrostatic interactions were

included in the absence of ions (SMOG-coulomb model; Tab. 2.1). As expected, due

to negative charge of the tRNA and rRNA residues, Coulomb repulsion leads to an

exaggerated open-like configuration of the L1 stalk (Figure 2.4). Specifically, there

is a ∼14 Å displacement of the stalk 4, relative to its crystallographic position. To

partially account for ionic screening, we performed a third set of simulations with

a Debye-Hückel potential. Similar to the pure Coulomb potential, the net repulsive

character of RNA-RNA interactions favor more extended L1 positions, which leads

to a ∼10.5 Å displacement of the stalk relative to its crystallographic position(Figure

B.6b). However, when we explicitly included the diffuse ionic environment (SMOG-

ion model), the stalk is found to favors more closed-liked conformations. In fact,

rather than extending outward from the crystallographic configuration, it is displaces

inward by ∼8 Å. Since the Coulomb and SMOG-ion models are identical, except for

the diffuse ionic environment, these calculations directly implicate the diffuse ions as

a critical factor that determines the position of the L1 stalk region. As discussed in

the next section, this ion-induced inward motion suggests that diffuse ions allow the

stalk to coordinate tRNA motion.

2.3.5. Diffuse ions mediate tRNA-ribosome interactions

Since our initial simulation of the ribosome suggest that diffuse ions can reposition

the L1 stalk in order to favor the formation of tRNA interactions, we next applied

the SMOG-ion model to determine whether diffuse ions mediate ribosome-tRNA in-

teractions. To ask this question, we used multiple models to simulate the ribosome

4P atom in residue A2158 of 23S rRNA
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Table 2.1: List of MD simulations presented in this work.
Models electrostatics diffuse ions system size (atoms+ions)

with out E-site
tRNA

with E-site
tRNA

SMOG None None 149994 151620
SMOG-coulomb Coulomb None 149994 151620
SMOG-DH Debye-Hückel None 149994 151620
SMOG-ion Yes Yes 197794 199345

(see Table 2.1), with the E-site tRNA included. In order to investigate the effects

of diffuse ions on the position of L1 stalk and avoid the stabilizing effects from the

contacts between E-site tRNA and the L1 stalk on the close-like configuration of the

stalk, we removed the contacts between E-site tRNA and the L1 stalk and L1 pro-

tein. When the ribosome was simulated with electrostatic-free SMOG model [116,

143], we observed an outward shift in L1 stalk position from its crystallographic

position by a distance of ∼10 Å. This shift of L1 stalk is similar to that observed

in the simulation without E-site tRNA, but with a longer distance away from the

crystallographic position of L1 stalk, which also stretches the distance between L1

stalk and E-site tRNA5 from 10.3 Å from the crystal structure to 14.6 Å. Then the

simulation was repeated with SMOG-coulomb model in which Coulomb electrostatic

interactions were included for the ribosome. Driven by the Coulomb repulsion, L1

stalk performed a displacement of ∼20 Å away from its crystallographic position,

which further stretched the distance between L1 stalk and E-site tRNA to 19.4 Å.

On the basis of SMOG-coulomb simulations, we performed simulations with Debye-

Hückel potentials to account for the ionic screening at a concentration of 100 mM,

from which we observed slightly less outward displacement of L1 stalk in comparison

with simulations using pure Coulomb potential. When the ribosome was simulated

with SMOG-ion model in 10 mM [MgCl2] and 100 mM [KCl] explicit diffuse ionic

5Measured by the distance between P atom in residue G19 of E site tRNA and P atom in residue
G2112 of 23S rRNA
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environment, L1 stalk stayed close to its crystallographic position with only a 4.2 Å

displacement, which also yielded the shorted average distance from the E-site tRNA

(12.3 Å) among the four sets of simulations (2.2), which indicated the impact of

diffuse ions on coordinating the interactions between L1 stalk and tRNA. In com-

parison with the simulations without the E-site tRNA, it could be observed that the

electrostatic- or ion-induced displacement of L1 stalk is robust to the presence of

E-site tRNA (Figure B.7).

Figure 2.4: Diffuse ions induce conformational rearrangements in the ribosome
a) Crystallographic structure of the bacterial ribosome (PDB: 6QNR [59], light
grey). During elongation, tRNA molecules (red, yellow) sequentially bind the
A, P and E sites. During tRNA translocation (P-to-E site displacements), L1
stalk (in black dashed box) can bind and facilitate tRNA movements. b) Aver-
age structures obtained with multiple variants of the all-atom structure-based
model. When an electrostatics-free (gray) model is used, the L1 stalks main-
tains a position that is consistent with the crystallographic structure (Fig.
B.6a, cyan). When electrostatic interactions are included, in the absence of
diffuse ions, the L1 stalk adopts a more extended/outward configuration (red).
This effect may be attributed to charge-induced backbone repulsion that dis-
favors the B-form RNA structure. In contrast, when diffuse ions are included
with the SMOG-ion model, the stalk adopts a more inward conformation, rel-
ative to the electrostatics-free case. This reveals the strong effect that diffuse
ions can have on the dynamics of extended structural elements in the ribosome.

To describe the effect of diffuse ions on the interactions between L1 stalk and

E-site tRNA semi-quantitatively from the energetic perspective, we calculated the

potential energy between L1 stalk and E-site tRNA (𝑈𝐿1−𝑡𝑅𝑁𝐴), between L1 stalk

and diffuse ions (𝑈𝐿1𝑖𝑜𝑛𝑠) as well as that between E-site tRNA and diffuse ions
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Table 2.2: Summary of displacement of L1 stalk with the presence of E site tRNA in
ribosome using varied simplified models.

Models without E-site tRNA with E-site tRNA
displacement of
L1 stalk(Å)a

displacement of
L1 stalk(Å)a 𝑅L1-tRNA

b

crystal structure 0 0 10.3
SMOG 6.7 10.1 14.6
SMOG-coulomb 13.9 19.7 19.4
SMOG-DH 10.5 16.5 17.8
SMOG-ion -8.3c 4.2 12.3

a Measured by the atomic distance of atom P in residue A2158 of 23S rRNA from its position in
crystal structure.
b Measured by the distance between atom P in residue G19 of E site tRNA and atom P in residue
G2112 in 23S rRNA. See Figure B.8 for the definition of 𝑅L1-tRNA. See Figure B.9 for the statistical
distribution of the 𝑅L1-tRNA value.
c Negative number means L1 stalk has inward displacement in comparison with its crystallographic
position.

(𝑈𝑡𝑅𝑁𝐴−𝑖𝑜𝑛𝑠) from the SMOG-ion model simulations of ribosome with the presence

of E-site tRNA (Figure 2.5c). These potential energies were plotted as a function of

the distance between L1 stalk and E-site tRNA6. When the L1 stalk approaches the

E-site tRNA from 19 Å apart to 9 Å, 𝑈𝐿1−𝑡𝑅𝑁𝐴 monotonically increases by ∼12 𝑘B𝑇 ,

while 𝑈𝐿1𝑖𝑜𝑛𝑠 and 𝑈𝑡𝑅𝑁𝐴−𝑖𝑜𝑛𝑠 decreases by ∼20 𝑘B𝑇 and ∼8 𝑘B𝑇 , respectively. The

potential energy comparison indicated that diffuse ions not only counterbalance the

repulsive interaction between negatively charged L1 stalk and E-site tRNA, they also

provide an attractive tendency between the L1 stalk and E-site tRNA.

To better understand which component of the diffuse ions modulate the inter-

actions between the L1 stalk and the E-site tRNA, we used simulations with the

SMOG-ion model to calculated the spatial distributions of Mg2+ (Figure 2.5a) and

K+ ions (Figure B.10) in the vicinity of the L1 stalk . In sharp contrast to the find-

ing of discrete chelated ions [59], we find that the Mg2+ ions have scattered spatial

6Measured by the distance between P atom in residue G19 of E site tRNA and P atom in residue
G2112 of 23S rRNA
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distributions that span the major groove of the rRNA and tRNA. Figure 2.5a) shows

Mg2+ density surface of 3 M, which is 300-folds enrichment of the Mg2+ above the

bulk concentration of 10 mM. However, when the K+ density surface of 3 M is high-

lighted (Figure B.10), these high density regions can be rarely seen in the vicinity of

the L1 stalk or E-site tRNA. In addition to SDF, we also counted the number of Mg2+

and K+ that are within 1 nm range of both Helix 77 and 78 in the L1 stalk and the

E-site tRNA elbow to anticodon region(Figure 2.5d), in which Mg2+ shows significant

population than the K+ ions. This strong spatial heterogeneity also illustrates why

mean-field approaches, such as the DH treatment tend to provide misleading evidence

for the effect of ions on ribonucleoprotein assemblies.

Figure 2.5: The SDF of Mg2+ ions (panel a, green isosurface) and K+ ions (panel b, yellow
isosurface) in the vicinity of L1 stalk (cyan) and E-site tRNA (orange). The
density surface of Mg2+ and K+ at 3 M are shown in panel a and b respectively.
The 3 M density surface corresponds to 300-fold enrichment of Mg2+ above its
bulk concentration (∼10 mM) while 30-fold enrichment of K+ above its bulk
concentration (∼100 mM). Panel (c) shows the numbers of Mg2+ ions and K+

ions that are within 10 Å of both helix 77 and 78 in L1 stalk and the elbow
to anticodon region in E-site tRNA are shown in terms of their probability
density in production simulation trajectories.
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2.4. Discussion

Savelyev et al. developed a coarse-grained model for aqueous solutions of monovalent

ions (e.g. NaCl, KCl), in which both electrostatic and short-range hydration effects

were taken into account [141]. This model was applied on simulations of double

stranded DNA which generated realistic local motions of DNA and reproduced the

large-scale chain dynamics [142]. In this study, we generalized the work to construct

the simplified SMOG-ion model which include explicit electrostatic and implicit sol-

vation/desolvation effects for both monovalent (K+, Cl−) and divalent (Mg2+) diffuse

ions, and where non-hydrogen atoms of RNA and protein as well as diffuse ions are

explicitly represented. This simplified model not only accurately describes the metal

ion condensation of RNA fragments, but also allows us to explore ion effects on the

conformational dynamics of large-scale ribonucleoprotein assemblies.

2.4.1. Comparison with other models for excess ion

atmosphere

It is worth comparing the predicted Γ2+ values with that obtained from generalized

Manning condensation models by Hayes et al. [45] on the same RNA systems. Hayes

et al. [45] have proposed an electrostatic model for RNA by a statistical mechanical

generalization of Manning theory of screening and condensed ions, treating K+and

Cl− ions implicitly and Mg2+ ions explicitly. In the condensation model, the density

of the condensed Manning ions is described by the sum of two normalized Gaussian

distributions, the centers of which are located on the coordinate of each RNA charge.

The free energy of mixing of the ions is regulated by the mixing Gaussians [45]. The

accessibility of the ions near RNA is imposed by the hole Gaussians [45]. In implicit

XCl condensation, the full atomic structure of the RNA is employed in which charges

are placed on the phosphates. The charges interact by Debye-Hückel electrostatics.
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These authors have synthesized the structure-based counterion condensation model

of RNA with MD simulations [45].

For adenine riboswitch, Hayes et al. predict Γ2+ to be 18.41 and 10.61 at 1.00 mM

and 0.14 mM Mg2+, respectively. For 58-mer rRNA, the ion preferential interaction

coefficient Γ2+ is 10.11 and 4.10 at 0.94 mM and 0.235 mM Mg2+, respectively. For

adenine riboswitch, our model predict Γ2+ to be 18.06 and 10.21 at 0.93 mM and 0.13

mMMg2+, respectively, which is consistent with both Hayes et al. [45] and experiment

results [44]. For 58-mer rRNA, our predicted values of Γ2+ are 9.47 and 3.967 at 1.00

mM and 0.204 mM Mg2+respectively, which is much closer result to experiments at

the lower concentration.

Taubes et al. [28] obtained tight lower and upper bounds to the preferential

interaction coefficient for polyions in aqueous solution containing univalent cations

valid from low to intermediate concentrations. They exploited the observation that no

function has a local minimum or a local maximum where its Laplacian is negative or

positive, respectively. Their results are valid for rigid polyions of cylindrical symmetry

but arbitrary length and linear charge density.

In the future, it will be fruitful to further investigate the ionic effects on the

L1 stalk region using SMOG-ion model. The E-site tRNA reconfiguration can be

examined under various ionic environments to reveal the stabilizing effects on its

contacts with the L1 stalk in the tRNA release process. Besides, simulations can

be conducted on different conformations of ribosome to demonstrate how the inward

displacement of the L1 stalk would affect the formation of interactions between the

P site tRNA along its movement towards the E site. In addition, with a crystal

structure that has a well-resolved domain II of protein L1, SMOG-ion model provides

the possibility of observing the interdomain motion in protein L1, which will deepen

our understanding of its physiological significance.
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2.5. Conclusion

The ionic environment plays an essential role in the large scale conformational dy-

namics and biological functions of ribonucleoprotein assemblies, such as ribosomes

and introns. To facilitate the study of ionic effects on the 70S Thermus thermophilus

ribosome, we developed a simplified SMOG-ion model based on energy landscape

principles with all non-hydrogen atoms, explicit ions, Coulomb interactions between

all charges, and implicit treatment of solvation/desolvation barriers of ions. The

simplified energy landscape model describes the electrostatics in the outer-sphere in

58-mer rRNA and adenine riboswitch at the physiological ranges of both K+ and

Mg2+ concentrations. Our analysis suggests that diffuse ions stabilize the contacts

between the L1 stalk and E site tRNA. As biophysical studies continue to explore

various facets of ribosomal dynamics, the current analysis combines experimental in-

vestigations with theoretical and computational approaches to provide insights into

how electrostatic interactions and ionic effects perturb large-scale conformational dy-

namics of ribonucleoprotein assemblies.
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Chapter 3.

Fluctuation Effects in the

Adam–Gibbs Model of

Cooperative Relaxation

*Reproduced with permission from Hutchison, C., Bhattarai, A., Wang, A. and Mo-
hanty, U., 2019. “Fluctuation Effects in the Adam–Gibbs Model of Cooperative
Relaxation.” The Journal of Physical Chemistry B, 123(38), pp.8086-8090.

©2019 American Chemical Society

69



3.1. Introduction

There have been notable advances in recent years in our understanding of structural

dynamics and thermodynamics of supercooled liquids. These liquids are in inter-

nal equilibrium in the temperature range between the glass-transition temperature

and the melting temperature. Some unique characteristics of glass-forming liquids

are the dramatic increase of relaxation times of the primary structural relaxation

(𝛼-process) with lowering of temperature, the nonexponential time dependence of

relaxation time in response to external perturbations, and the nonlinearity of the

supercooled state [159–164].

The structural relaxation time 𝜏𝛼 in glass-forming liquids is often approximated

by the VFT relation, log(𝜏𝛼/𝑠) = 𝐶 +𝐷/(𝑇 −𝑇0), where 𝐶 and 𝐷 are constants, and

the temperature 𝑇0 is a characteristic temperature greater than zero [159, 160, 165].

Various models for activation energies have been proposed that exhibit divergence of

structural relaxation time at th VFT temperature 𝑇0. These models include dynami-

cal length scales [166] and the decrease of configurational entropy as the temperature

is reduced toward the glass-transition temperature [167]. The entropy difference

between the liquid and the crystal, i.e., the excess entropy 𝑆exc vanishes at the Kauz-

mann temperature (𝑇K) that is close to the VFT temperature 𝑇0 [159, 168]. This

implies an apparent connection between the vanishing of the excess entropy and the

divergence of the relaxation times[168].

A quantitative model for relaxation time in glass-forming liquids is that due

to Adam–Gibbs. In the Adam–Gibbs model [82], the smallest size of a cooperative

region that allows a transition is inversely proportional to the configurational entropy,

𝑧∗ = 𝑠∗𝑁A/𝑆c, where 𝑁A is the Avogadro number, 𝑆c is the configuration entropy

of the supercooled liquid, and 𝑠∗ is the configurational entropy corresponding to

the lowest size [82]. The Adam-Gibbs model predicts a linear relation between log

(experimental relaxation time) and (𝑇 𝑆c)−1. There have been various generalizations
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of the Adam-Gibbs model [83–86, 169–173].

Analysis of glass-forming liquids that span a range of fragilities signifies that the

Adam–Gibbs relation is consistent with dielectric and configurational entropy data

over the temperature range 𝑇g < 𝑇 < 𝑇B, where 𝑇g is the glass-transition temperature

and 𝑇B is a characteristic temperature where the temperature dependence of the

relaxation time is observed to change from one VFT form to another VFT form [165,

171].

There are several weaknesses to the Adam–Gibbs mode. The model cannot

account for the fact that relaxation of molecules exhibits dynamic heterogeneity and

that relaxation near 𝑇g is well described by a stretched exponential decay. For 𝑇 >
𝑇B, the linear relation between log(𝜏𝛼) and (𝑇 𝑆c)−1 breaks down, where 𝜏𝛼 is the

experimental primary structural relaxation time [165, 171]. The 𝛽 KWW parameter

governs the breakdown [171]. THe observed correlation between the steepness index

and the 𝛽 KWW parameter of the 𝛼 relaxation time cannot be explained by the

Adam–Gibbs model [171].

Adam–Gibbs assumed that the term that is maximal of the configurational par-

tition function int he isothermal-isobaric ensemble can be associated with the loga-

rithm of the number of configurations, i.e., proportional to the configurational entropy

𝑆c [82]. The excess entropy 𝑆exc of a glass former is defined as the difference btweent

he entropy of the liquid and that of its crystal phase [82]. The excess entropy 𝑆exc in-

corporates vibrational contributions to the entropy of the glass-forming liquid. In the

Adam–Gibbs model, the configurational entropy 𝑆c(𝑇 ) is proportional to 𝑆exc(𝑇 ) [82].
The configurational fraction is the fraction of the excess entropy that characterize the

configurational contributions and is defined by 𝑆c(𝑇 ) = 𝑓𝑆exc(𝑇 ), where 𝑓 is assumed

to be independent of temperature [86, 165, 174–176]. The characteristics of the config-

urational fraction 𝑓 in the vicinity of the glass-transition temperature provide insights

into the underpinnings that link the excess entropy with kinetic properties described
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in the Adam–Gibbs model.

Our work was motivated by several experimental studies. Dielectric spectroscopy

has been used to measure the spectra of eight glass-forming liquids in the presence of

direct current-bias electric fields [86]. Using the Adam–Gibbs model, after suitably

modified, these authors find that field-induced relative change in the relaxation time

is correlated with field-induced changes in the thermodynamic entropy [86]. Their

work suggests that to generalize the Adam–Gibbs model to describe field effects,

what is needed is the way to quantify the ration of the configurational and the excess

entropies, i.e., the configurational fraction [86, 165].

Studies related to dynamics of supercooled liquids under high pressure provided

another motivation for this work [174–176]. Analysis of the relaxation time for ortho-

terphenyl (OTP) and ortho-phenylphenol mixtures as a function of the temperature

at two pressure indicates that the relaxation time is a linear function of (𝑇 𝑆c)−1

signifying the validity of the Adam–Gibbs model [175]. In another study, the pri-

mary relaxation time for ortho-tephenyl, triphenylchloromethane, and poly(methyl

methacrylate) over a wide range of temperatures and pressures were measured that

confirmed the validity fo the Adam–Gibbs model [176]. Analysis of dielectric relax-

ation times and thermal expansion data for these liquids indicates that both isother-

mal and isobaric configurational entropies are proportional to the excess entropy [176].

In this work, we describe the configurational fraction at 𝑇g based on both the

Adam–Gibbs model and a generalization of the Adam–Gibbs model, in which we have

taken into account fluctuation effects of the number of molecules in a cooperative re-

arranging region. In this case, we quantitatively predict the configurational fraction

at 𝑇g of several glass-forming liquids that span a range of fragilities. For these liq-

uids, we observe a connection between the configurational fraction and the 𝛽 KWW

parameter at 𝑇g.
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3.2. Methods

Structural constraints associated with order in the melt impose a characteristic size

of for the smallest correlated volume 𝑉 for entropy fluctuations [177]. We assume

that the volume V is large enough and migh contain a number of subregions of size

𝑧∗, each of which is able to relax to equilibrium independent of what is going on

in the neighboring regions. In other words, we have not assumed, as did Adam–

Gibbs [82], that the number of molecules inside the correlated volume 𝑉 is equal

to the minimum number of molecules 𝑧∗ need for cooperative rearrangements into a

different configuration.

The mean relaxation time of the rearranging region in the Adam–Gibbs model

is [82]

ln𝜏 = ln𝐴 + 𝑧∗Δ𝜇
𝑘B𝑇 (3.1)

Δ𝜇 is the potential barrier per molecule to rearrangement region, 𝑘B is the

Boltzmann constant, and 𝐴 is proportional to the relaxation time at high temperature.

We assume that the relaxation time 𝜏𝑖 of a local region 𝑖 if of the same form [177,

178] as Eq. 3.1

ln𝜏𝑖 = ln𝐴 + 𝑧∗
𝑖 Δ𝜇
𝑘B𝑇 (3.2)

Here, 𝑧∗
𝑖 is the minimum number of molecules that permits cooperative rearrange-

ments in local region 𝑖. The average value of 𝑧𝑖 is 𝑧∗.

The width of the distribution of relaxation time ⟨Δ2ln𝜏⟩ at a given temperature

𝑇 and pressure 𝑃 is defined to be ⟨(ln𝜏𝑖 − ln𝜏)2⟩. We assume that fluctuations in

the equilibrium melt arise from fluctuations in the configurational entropy 𝑆𝑐. Since

we as interested in the temperature dependence of ⟨Δ2ln𝜏⟩ at constant pressure, we

write 𝑧∗ = 𝑧∗(𝑆𝑐(𝑇 )).
From eqs 3.1 and 3.2, the mean-square deviation of ln𝜏𝑖 from its average is found
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to be

⟨Δ2ln𝜏⟩ = ( Δ𝜇
𝑘B𝑇 )

2
(𝜕𝑧∗

𝜕𝑇 )
2

𝑃
( 𝜕𝑇

𝜕𝑆𝑐
)

2

𝑃
(3.3)

The last term in eq. 3.3 is simplified by the use of thermodynamic fluctuation the-

ory [179]

⟨Δ2𝑆𝑐⟩ = 𝑘B𝜈Δ𝐶P
𝑉 (3.4)

where 𝜈 is the molar volume, 𝑉 is the volume of the correlated region, and Δ𝐶P is

the constant pressure configurational heat capacity.

We assume that the temperature dependence of the configurational entropy is

approximated by the excess entropy, 𝑆𝑐(𝑇 ) ≈ 𝑆𝑒𝑥𝑐(𝑇 )𝑓(𝑇𝑔), where 𝑓(𝑇𝑔) is the con-

figurational fraction [86, 165] at the glass-transition temperature 𝑇𝑔. Making use of

eqs. 3.3, 3.4 and C.5 we find the configurational fraction to be expressible in terms

of the excess heat capacity under constant pressure, Δ𝐶P, exc, wht width of the dis-

tribution of relaxation times, and the Tool–Narayanaswamy–Moynihan nonlinearity

parameter 𝑥, which measures how far the system deviates from equilibrium [170]:

𝑓(𝑇𝑔) = ( 𝜈
𝑉 )( 𝑘B

Δ𝐶P, exc
)((1 − 𝑥)2

⟨Δ2ln𝜏⟩ )( dln
dln𝑇 𝜏)

2
. (3.5)

The first term in eq. 3.5 is the number of structural units per mole. The last term in

eq. 3.5 is related to the steepness index 𝑚 = d log10𝜏/d(𝑇𝑔/𝑇 )𝑇 =𝑇𝑔
[164, 180, 181].

In deriving eq. 3.5, we have not assumed the Adam–Gibbs relationship between the

critical size 𝑧∗ and the configurational entropy 𝑆𝑐.

If fluctuation effects are not included in the Adam–Gibbs model, the configura-

tional fraction 𝑓(𝑇𝑔) at the glass-transition temperature is

𝑓(𝑇𝑔) = 1
𝑚( 𝐶

ln𝑇𝑔𝑆𝑒𝑥𝑐(𝑇𝑔))(Δ𝐶P, exc(𝑇𝑔)
𝑆𝑒𝑥𝑐(𝑇𝑔) ) (3.6)

Here, 𝐶 = Δ𝜇𝑠∗𝑁A/𝑅 and 𝑚 is the steepness index. In deriving eq. 3.6, we made
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use of a relation between the steepness index and thermodynamic quantities [182].

3.3. Results

The glass-forming liquids ortho-terphenyl (OTP), salol, 2-methyltetrahydrofuran (MTHF),

n-propanol (nPOH), and 3-bromopentane (BPT) span a wide range of fragilities. For

these glass-forming liquids, the temperature dependence of the excess entropy is de-

scribed by 𝑆exc(𝑇 ) = 𝑆∞(1 − 𝑇K/𝑇 ), and the corresponding excess heat capacity

is inversely proportional to temperature, Δ𝐶P,exc = 𝑆∞(𝑇K/𝑇 ), where 𝑇K is the

Kauzmann temperature and 𝑆∞ is a parameter that ensures that consistency of the

two different modes of relaxation in glass-forming liquids, namely, the Adam–Gibbs

model and the empirically fitted Vogel–Fulcher–Tamman model [183]. Substituting

these relations in eq. 3.6. we obtain the configurational fraction at the glass-transition

temperature

𝑓(𝑇𝑔) = 𝐵
𝑚𝑇𝑔ln(10)(1 − 𝑇K

𝑇g
)

2 (3.7)

The quantities 𝑇K, 𝑇g, and 𝑚 and the parameter 𝐵 = 𝐶/𝑆∞ in eq. 3.7 for the

five glass-forming liquids [183] are tabulated in Table 3.1. Our prediction of the

configurational fraction at the glass-transition temperature for the five glass formers

along with the experimental values for the 𝛽 KWW parameters [164, 184] is also

shown in Table 3.1. For 1-propanol, and additional Debye peak is observed at a lower

frequency than the 𝛼 process via dielectric measurements. This peak was identified as

the 𝛼 process and incorrectly reported in the literature as 𝛽 KWW value of unity [164].

We have not included in value for 1-propanal in Table 3.1.
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Table 3.1: Configurational Fraction 𝑓(𝑇g) Computed at the Glass-Transition Tem-
perature for Five Glass-Forming Liquids: ortho-terphenyl(OTP), salol, 2-
methyltetrahydrofuran (MTHF), n-propanol (nPOH), and 3-bromopentane
(BPT).

substance 𝑇K (K) 𝑇g (K) 𝑚 𝐵 (K) 𝛼 𝑓(𝑇g)
ortho-terphenyl 204.2 246 81 684.0 0.57 [164], 0.55 [184] 0.52
salol 175.2 220 63 823.5 0.60 [164], 0.58 [184] 0.62
MTHF 69.3 91 65 406.6 0.62 [164], 0.64 [184] 0.53
n-propanol 72.2 97 35 385.6 0.6 [184] 0.77
3-bromopentane 82.5 108 53 374.1 0.71 [164], 0.63 [184] 0.51

a The Kauzmann temperature 𝑇K, the glass-transition temperature 𝑇g, the steepness index 𝑚
and the parameter 𝐵 were compiled from ref [183]. The 𝛽 KWW parameters 𝛼 were obtained
from refs [164, 184]

3.4. Discussion

The two basic assumptions [82, 83, 169] in the Adam–Gibbs model are (i) the inversion

relationship between the minimum number of molecules 𝑧∗ that allows cooperative

rearrangements and the configurational entropy of the glass-forming liquids, and (ii)

the number of molecules inside a cooperative rearranging volume is equal to the min-

imum number that undergose independent rearrangements. The derivation leading

to eq. 3.5 avoids both these assumptions.

We can obtain the configurational fraction by an alternative route. A lower

bound to the number of correlated molecules or structural units has been obtained [185]

by relating a four-point correlation function to two-point correlation functions 𝐶(𝑡)
and by the use of fluctuation-dissipation theorem

ℕcorr(𝑇 ) = 𝑇 2

Δ𝐶p(𝑇 )/𝑘B
{maxd𝐶(𝑡)

d𝑡 }
2

(3.8)

Assume that fluctuations in the equilibrium melt are due to configurational entropy

𝑆𝑐 and that the time dependence of the correlation function 𝐶(𝑡) is of the Kohlrausch–

Williams–Watts form, 𝐶(𝑡) = 𝐶𝑜𝑒−(𝑡/𝜏)𝛼 , 0 < 𝛼 ≤ 1. With these assumptions, we
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find the configurational fraction to be

𝑓(𝑇g) ≈ 1
ℕcorr(𝑇 )

(𝛼/𝑒)2

Δ𝐶P, exc/𝑘B
{ dln𝜏
dln𝑇 } (3.9)

The square of the 𝛽 KWW parameter 𝛼 is inversely proportional to the width of

the distribution of relaxation times ⟨Δ2ln𝜏⟩. The essential difference between predic-

tions of the configurational fraction based on eqs. 3.5 and 3.9 is the absence of the

nonlinearity factor (1 − 𝑥).
For the five glass-forming liquids, accurate estimates of both the number of

structural units in a rearranging region and the widths of the distribution of relaxation

time at or near 𝑇g are not available for quantitative predictions of the configurational

fraction based on eq. 3.6, i.e., fluctuation effects in the Adam–Gibbs model.

Moynihan and Schroder [177] have used assumptions (i) in the Adam–Gibbs

model along with various approximations, such as that for the temperature depen-

dence of the excess heat capacity and for the temperature dependence of the nonlin-

earity parameter, to obtain an expression that resembles eq. 3.6 but in which the

configurational fraction has been set to unity.

A relationship between the configurational fraction and the 𝑏𝑒𝑡𝑎 KWW param-

eter 𝛼 of glass-forming liquids (Table 3.1) can be unraveled through the coupling

model. The basic idea in the coupling model is that the slow 𝛼 relaxation time 𝜏 is

related to the primitive relaxation time 𝜏p [171]

𝜏 = (𝑡−(𝛼+1)
𝑐 𝜏p)1/𝛼 (3.10)

Here, 𝑡𝑐 is the crossover time from the primitive to cooperative relaxation. For

times less than the crossover time, correlation functions decay exponentially [171].

Continuity of the two corelation functions at the crossover time leads to eq. 3.10. On

combining the coupling model with the Adam–Gibs model, one obtains the temper-
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ature dependence of the relaxation time of the slow mode [171]

𝜏 = (𝑡−(𝛼+1)
𝑐 A e𝐶/𝑇 𝑆exc)1/𝛼 (3.11)

Thus, within the framework of the coupling model, we observe that the configurational

fraction at 𝑇g can be identified with the 𝛽 KWW parameter 𝛼. This prediction of

the coupling model ought to be considered as approximate.

Predictions of the configurational fraction based on eq. 3.7 are qualitative

estimates due to approximations inherent in the expression used for 𝑆exc(𝑇 ) and

Δ𝐶P, exc(𝑇 ) [183]. By taking into account fluctuation effects in the Adam–Gibbs

model of cooperative relaxation, we find that the relationship between configurational

fraction at 𝑇g and 𝛽 KWW parameter involves various factors such as the steepness

index, the nonlinearity parameter, the excess heat capacity, and the number of struc-

tural units per mole in a cooperative rearranging region.

It would also be fruitful to generalize out approach to include fluctuations in the

potential barrier per molecule to cooperative rearrangements and to explore isother-

mal and isobaric contributions to the configurational fractions for glass-forming liq-

uids where experimental data is available [176, 186–189]. Unraveling the temperature

dependence of the configurational fraction, i.e., generalization of eqs 3.5-3.7, is os im-

portance to the underpinnings that connect excess entropy with kinetic properties of

glass-forming liquids. Work is underway along these lines of thought.

3.5. Conclusions

The configurational fraction links the excess entropy with kinetic properties described

in the Adam–Gibbs model. We have obtained an expression for the configurational

fraction at the glass-transition temperature with and without fluctuation effects in

the Adam–Gibs model In the latter case, we predict the configurational fraction for
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five glass-forming liquids. A connection is observed between the 𝛽 KWW parameter

and the configurational fraction at the glass-transition temperature.
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Chapter 4.

The role of diffuse metal ions in the

aa-tRNA accommodation process
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4.1. Introduction

The ribosome is a large-scale RNA-protein assembly which performs an important role

in the protein synthesis in living cells by translating the mRNA codon sequence into

the order of amino acid residues. A critical step in the mRNA codon translation is the

tRNA selection, which is carried out by the aminoacyl-tRNA (aa-tRNA) together with

the mRNA and the conformational rearrangements of the two ribosomal subunits.

The speed and accuracy of the translation process significantly alters the quality of

the protein synthesis by the ribosome [54, 190].

The tRNA selection in the ribosome is considered to have two distinct steps,

which contains the initial selection of aa-tRNA and followed by the proofreading

step [191, 192]. At the beginning, aa-tRNAs are delivered to the aminoacyl (A) site

of the small ribosomal subunit in a ternary complex with the elongation factor-Tu

(EF-Tu) and GTP. During the initial selection, the codon on the mRNA is read by

the aa-tRNA anticodon region. Proper base-paring between the tRNA anticodon and

the mRNA codon region will form on the A-site of the small subunit during this step,

which leads to the GTP hydrolysis and the conformational changes of EF-Tu as well

as the aa-tRNA accommodation to the A-site in the large ribosomal subunit (the

proofreading step).

Experimental and computational investigations have shown that many factors

could influence the tRNA selection process during the ribosome elongation, including

the internal effects such as the rate of the GTP hydrolysis [87, 193], the effect of bound

Mg2+ ions in the ribosome [194], and the thermo fluctuations of the structure [194],

as well as external environmental effects such as the concentration of Mg2+ ions [190,

195]. In these studies, while many insights was provided into the effects on the initial

selection step, less is known about the regulating factors in the proofreading pro-

cess. The proofreading process starts from a configuration that the aa-tRNA binds

to the A site in the small ribosomal subunit and the EF-Tu simultaneously, which

81



is referred to as “A/T” state (Figure 4.1b), and it ends up with the 3’-CCA end of

the aa-tRNA enters the aminoacyl site in the large subunit, which is referred to as

“A/A” state (Figure 4.1a). When the aa-tRNA transits from A/T state to A/A state,

a few intermediate states were observed for the aa-tRNA conformations [88, 196] (the

elbow-accommodated (EA) conformation and the arm-accommodated conformation)

and multiple pathways were reported for the accommodation process [88]. Molecular

dynamics simulations[63, 91, 197, 198] have been performed to study the confor-

mational dynamics of the aa-tRNA during its transition through these states, while

the effects of electrostatics and diffuse ions on these conformational rearrangements

remain elusive.

In the aa-tRNA accommodation process, the conformational rearrangement of

the tRNA is not a monotonic energetically down-hill process towards the accommo-

dated configuration. Instead, energetic barriers were reported for the transition of

aa-tRNA from the A/T to EA configuration due to the steric effects from H89 [63].

In addition, both the aa-tRNA and the H89 are negatively charged, so as the P-

site tRNA and 23S rRNA in the large subunit, so that strong electrostatic repulsion

is expected along the transition pathway of the tRNA accommodation. Therefore,

positively charged metal ions are expected to play significant roles to overcome the

electrostatic repulsion and facilitate the conformational rearrangements of aa-tRNA

towards the accommodated configuration.

To illustrate electrostatic and ionic effects on the aa-tRNA accommodation pro-

cess, we performed a series of MD simulations with a simplified model (SMOG-ion).

The model was constructed on the basis of an all-atom (non-H) structure-based

(SMOG) model [116, 143], the key feature of which is that the energy minimum

is defined as the experimentally identified native structure. In the model used here

to investigate the ionic effect (SMOG-ion, details in Chapter 2), explicit treatment

of diffuse ions are included with the explicit treatment of the electrostatics, while the

82



solvent molecules are implicitly represented and the solvation effects associated with

diffuse ions are described with effective potentials. In the simulations formed in this

work, the interatomic interactions within the ribosome assembly specifically stabi-

lizes the A/A configuration, which is the end point of the aa-tRNA accommodation.

As discussed below, two sets of MD simulations are conducted in this study, which

address the target question from three perspectives: (1) the electrostatic repulsion

between aa-tRNA and the ribosome avoids the accommodation process, (2) diffuse

metal ions are critical and efficient in reducing the electrostatic repulsion and facil-

itates the tRNA accommodation, and (3) the accommodation process is sensitive to

the Mg2+ ion concentrations in the environment.

Figure 4.1: The start (A/T) and end (A/A) configurations of the aa-tRNA (yellow) ac-
commodation. Helix 89 (dark blue) creates energy barriers along the accom-
modation pathway due to its steric effects with the aa-tRNA.

4.2. Methods

4.2.1. Structure Preparation.

The structure used in the simulations is an experimentally resolved Thermus ther-

mophilus 70S ribosome (PDB: 6QNR) [59]. This structure was chosen due to its
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detailed identification of the chelated ions inside the 70S ribosome, which was critical

for the structural integrity of the ribosome and for accurate diffuse ion condensation

on the ribosome structure. Three PhetRNA molecules are resolved in this structure,

which are in A/A, P/P and E/E configuration respectively. This structure is consid-

ered as the end point configuration of the aa-tRNA accommodation. To obtain the

starting point (A/T) of the aa-tRNA accommodation, a crystal structure of the Ther-

mus thermophilus 70S ribosome (PDB: 4V5G [199]), which has three tRNA molecules

in A/T, P/P and E/E configurations respectively, is used as a reference for structure

alignment.

The structure alignment was performed using the VMD software [100]. The

phosphorus atoms in the P-site tRNAs of both ribosome structures were selected, and

a transformation matrix was calculated using the measure fit command in VMD

according to the Cartesian coordinates of the phosphorus atoms in both P-site tRNAs.

The atoms in the tRNA molecules in assembly 4V5G were transformed by applying

the transformation matrix, so that the P-site tRNA in assembly 4V5G overlapped

with the P-site tRNA in assembly 6QNR, while the A-site tRNA in assembly 4V5G

aligned with the A-site tRNA in assembly 6QNR by the codon-anticodon region.

After the transformation, the coordinates of the A-site tRNA in the 4V5G structure

provided the reference position of the A/T configurations for the A-site tRNA in the

assembly 6QNR. The A-site tRNA in the assembly 6QNR was gradually pulled toward

the target A/T configuration in a MD simulation where the rest of the ribosome

were held fixed. The aligning and pulling approach provided us a 70S ribosome

structure with the aa-tRNA at A/T configuration. This structure was used as the

initial structure in all MD simulations discussed in this study.
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4.2.2. Structure-based (SMOG) model.

All simulations in this study employs a structure-based (SMOG) model variant. The

central feature of the SMOG model is that the interatomic interactions are defined

based on a preassigned structure. Here, the forcefield for each simulation was con-

structed such that the potential energy minimum of the ribosome is defined by the

A/A conformation of the 70S ribosome (PDB: 6QNR). To avoid unphysical expan-

sion of the ribosome structure, all contact distances were reduced by a factor of 0.96.

Since the 3’-CCA contacts only form after the elbow accommodation, they are not

included in the current models such that the simulations are focused on the elbow

accommodation process. The stabilizing interactions that are unique to the A/A con-

formations were scaled by a factor of 0.375, similar to previous simulations[63, 88,

198], such that the aa-tRNA elbow can undergo reversible fluctuations between A/T

and EA configurations.

Four variants of SMOG model with different treatment of electrostatics and

diffuse ions were used in this study:

1. SMOG: All ribosome atoms and chelated ions in ribosome are zero-charged.

No electrostatics effects or ionic effects are included.

2. SMOG-coulomb: Charges are included for ribosome atoms and chelated ions

in the ribosome. Charge interactions are described by Coulomb interactions

within a cutoff distance of 2 nm. Effects from diffuse ions are not included.

3. SMOG-DH: Charges of ribosome atoms and chelated ions are included. Debye-

Hückel theory was applied on the electrostatic interactions to account for ionic

effect implicitly. No explicit diffuse ions are included.

4. SMOG-ion: Charges of ribosome atoms and chelated ions are included. Ex-

plicit diffuse ions are included with corresponding charges assigned for each ion.

Explicit electrostatics are included for the entire system.
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Detailed descriptions of the models above are described in Chapter 2 and Appendix

B.

4.2.3. Molecular Dynamics Simulations.

In this study, MD simulations were performed with the Gromacs-5.1.4 software pack-

age [107]. The temperature of the simulations were set to 60 Gromacs reduced units

(0.5 reduced units in SMOG), which corresponds to 300 K in explicit solvent sim-

ulations. At the beginning of each simulation, the ribosome structure (A/T con-

figuration) was placed in the center of a cubic box with length of 70 nm. In the

cases without explicit representations of diffuse ions (SMOG, SMOG-coulomb, and

SMOG-DH (see Chapter 2 for details)), four replicas of simulations were set for each

model and all trajectories are used for statistical analysis. In the case with explicit

treatment of diffuse ions (SMOG-ion) model, Mg2+, K+, and Cl− ions were added

to the simulation box in addition to the ribosome structure. The number of ions

and the target bulk concentration are listed in Table 4.1. At each concentration, the

system was equilibrated for 1.5×107 timesteps with 0.002 reduced unit for each step.

During the equilibration run, the ribosome structure was held fixed while the diffuse

ions were allowed to move. Then a snapshot of the atoms and ion coordinates from

equilibrated system was taken and set as the starting point of the production run.

Five to nine replicas were set at each concentration in the production runs.

Table 4.1: Number of ions in the simulation system and the corresponding target bulk
concentration.

Mg2+ conc.(mM) K+ conc.(mM) num. of Mg2+ num. of K+ num. of Cl−

0 100 0 23000 20226
1 100 500 20000 18226
5 100 1800 20000 20826
10 100 3500 20000 24226
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4.3. Results and Discussion

To illustrate the effects from electrostatics interactions and diffuse ions on the aa-

tRNA accommodation process, we made use of the MD simulations of the ribosome

structure with different treatment of electrostatic and ionic effects using variants

of SMOG model. Due to the complexity of the system, control experiments were

carefully designed such that the effect of each factor (i.e., electrostatics, explicit rep-

resentations of diffuse ions, ionic concentrations) could be clearly shown from the

comparison. In addition to the comparison of simulation trajectories, statistical anal-

ysis was made for the conformational distribution, which reveals the impact of diffuse

metal ions on the aa-tRNA conformations and its tendency in accommodation pro-

cess.

4.3.1. Electrostatics and diffuse ions control aa-tRNA

accommodation.

Comparison between simulations of aa-tRNA accommodation process with SMOG,

SMOG-coulomb, SMOG-DH, and SMOG-ion model allowed us to incrementally un-

derstand the strength of the electrostatic repulsions between aa-tRNA and the ribo-

some on prohibiting the accommodation process, as well as the necessity of explicit

treatment of diffuse ions in the investigations of ionic effects during this process. To

quantify the transition of the aa-tRNA, a reaction coordinate, 𝑅elbow, was used to

measure the distance between the aa-tRNA and the P-site tRNA[197]. 𝑅elbow was

defined to be the distance between the O3’ atom in the residue U60 from the aa-

tRNA and the O3’ atom in the residue U8 from the P-site tRNA (Figure 4.2). When

the aa-tRNA is in the A/T state, 𝑅elbow adopts a relatively high value ∼ 5–6 nm,

while 𝑅elbow decreases to relatively small values (∼ 2–3 nm) when the elbow of the

aa-tRNA is accommodated.
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Figure 4.2: Defining the reaction coordinate 𝑅elbow. It was calculated by the distance
between O3’ atom from the residue U60 on the aa-tRNA (yellow) and the O3’
atom from the residue U8 on the P-site tRNA (red). The mRNA is shown in
green.

In simulations with electrostatic-free and ion-free SMOG model, spontaneous

and reversible transitions between the A/T and EA configurations of the aa-tRNA

were observed from the simulation trajectories. One of the trajectories with SMOG

model in this study is shown in Figure 4.3a in terms of the 𝑅elbow distance as a func-

tion of time. 7 barrier crossing events can be identified from the sample trajectory.

The energy barrier is due to the steric effects from the helix 89 (H89) (Figure 4.1, dark

blue helix) on the transition pathway between A/T and EA configurations of the aa-

tRNA [63, 88, 91, 197]. The overall distribution of 𝑅elbow distance in the SMOGmodel

simulation shows that the EA configuration is more preferred. With the electrostatics

included for the ribosome structure (SMOG-coulomb model), only A/T ensemble of

the aa-tRNA was observed and the elbow of aa-tRNA did not accommodate. This

can be rationalized to the strong electrostatic repulsions between negatively charged

aa-tRNA with the H89, P-site tRNA or A-site in the large-subunit of the ribosome.

Since the anticodon region had base pairing with the codon on the mRNA and was

stabilized by the intermolecular interactions defined in the forcefield, the aa-tRNA
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did not dissociate from the ribosome. This intermolecular electrostatic repulsion is

common in highly charged biopolymers, such as RNA and DNA. In addition to treat-

ing the electrostatics with direct Coulomb interactions, we also attempted to apply

Debye-Hückel treatment on the electrostatics with SMOG-DH model to account for

the screening effects from diffuse ions implicitly. However, the elbow-accommodation

was not observed and the aa-tRNA remained in A/T ensemble (Figure 4.3b). By con-

struction, while it is appropriate to use DH treatment for monovalent ions to describe

interactions between opposing charges [138, 139], it cannot capture the ion-induced

attractions between polyanionic molecules [140]. To address this shortcoming, we

used SMOG-ion model (Figure 4.3c) to included the diffuse ions explicitly and re-

peated the simulation in the environment of ∼ 10 mM Mg2+ ion and ∼ 100 mM K+

ions. The simulation trajectories showed that the aa-tRNA, which started with A/T

state, quickly accommodated into the EA configurations in all simulation replicas.

No reversible transitions back to A/T state was observed in the presence of explicit

diffuse ions.

Since the SMOG model and SMOG-coulomb model only differ in the presence

of explicit electrostatic interactions, the comparison of the simulation trajectories

from these models indicated that the electrostatic repulsions between the aa-tRNA

and the ribosome create notable difficulties in achieving elbow accommodation. The

simulation trajectories from the SMOG-ion model show that diffuse ions not only

effectively reduced the electrostatic repulsion associated with the aa-tRNA, but also

help to stabilize the elbow accommodated configuration.

4.3.2. Mg2+ ions are critical for aa-tRNA accommodation.

In comparison with the monovalent K+ ion, divalent Mg2+ ions are smaller in size

and hold higher charge density, which are also found much more efficient in reduc-

ing repulsions between negatively charged RNA phosphates. For example, millimo-
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Figure 4.3: MD simulation trajectories demonstrated the electrostatic and ionic effects on
the aa-tRNA accommodation process. Left panel shows the single trace of
𝑅elbow from one replica and the right panel shows the distribution of 𝑅elbow
from all replicas of simulations with the same model. (a) Single trace of
𝑅elbow from one replica of simulations with SMOG model. aa-tRNA performed
spontaneous and reversible transition between A/T and EA configurations.
The distribution of 𝑅elbow shows the preference of EA state. (b) Single trace
of 𝑅elbow from one replica of simulations with SMOG-DH model. aa-tRNA
stayed in EA configurations. (c) aa-tRNA quickly transit from A/T state to
EA state. Backward transition to A/T state was not observed.
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lar concentrations of Mg2+ ions are able to stabilize RNA structures that are only

marginally stable at high monovalent metal ion concentrations [3, 5]. To illustrate

the effect of Mg2+ concentrations on the aa-tRNA accommodation process, a series

of simulations were performed at fixed K+ concentration (∼ 100 mM) while different

Mg2+ concentrations.

MD simulations of the ribosome were performed with 4 concentrations of Mg2+

ions in the presence of 100 mM K+ ions. As discussed in the previous section, in the

environment of 10 mM Mg2+ ions and 100 mM K+ ions, aa-tRNA performed elbow-

accommodation shortly after the simulation started and stayed at EA configuration

instead of returning to A/T state. When the Mg2+ concentration was lowered to 5

mM (Figure 4.4a), aa-tRNA performed similarly to the 10 mM case, which strongly

preferred EA configuration and no reversible transition was observed. When the Mg2+

concentration was further lowered to 1 mM (Figure 4.4b), though the EA configura-

tion was strongly preferred, backward transition to A/T started to appear in these

simulations. In comparison with the 5 mM and 10 mM cases, the simulation at 1 mM

Mg2+ concentration indicated that the stabilizing effect from Mg2+ ions on the EA

configuration is related to the ion concentration and the tendency of conformational

changes could be altered with the a few millimolar change of Mg2+ concentrations.

When the concentration of Mg2+ ions was reduced to zero and only monovalent ions

(K+ and Cl−) were present (Figure 4.4c), the aa-tRNA mainly stayed in the A/T

configuration. In the simulations without Mg2+ ions, several attempts were made

to achieve elbow-accommodation, while the aa-tRNA were only maintained at the

EA state for a few million second and quickly returned to A/T state. In comparison

with the simulations at 1 mM Mg2+ concentration, the Mg2+-free case revealed the

significance and efficiency of Mg2+ ions in terms of stabilizing the accommodated

configurations of aa-tRNA.

Summarizing the simulations with various concentrations of Mg2+ ions, it clearly
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Figure 4.4: MD simulation trajectories demonstrated the dependence of aa-tRNA accom-
modation process on the Mg2+ ion concentrations. Left panel shows the single
trace of 𝑅elbow from one replica and the right panel shows the distribution
of 𝑅elbow from all replicas of simulations with the same model. (a) With 5
mM of Mg2+, aa-tRNA transits from A/T state to EA state shortly after the
simulation starts. No backward transition was observed. (b) With 1 mM of
Mg2+, aa-tRNA is able to perform spontaneous and reversible transformation
between A/T and EA state. The EA conformation is preferred. (c) With
only monovalent ions, aa-tRNA was able to transit into EA state, while not
stabilized at the accommodated state. A/T conformations are preferred under
this condition.
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shows that Mg2+ ions are necessary in stabilizing the elbow-accommodated config-

urations of aa-tRNA. The simulations with 100 mM explicit K+ ions and no Mg2+

ions indicated that K+ ions could facilitate the elbow-accommodation process. In

comparison with SMOG-DH simulation described above, the Mg2+-free simulations

also revealed the significance of explicit treatment of diffuse ions in the investigations

of ion-induced conformational changes.

4.4. Conclusion

As a significant step in the tRNA selection stage during the ribosome elongation

cycle, the aa-tRNA accommodation is critical to the protein synthesis conducted by

the ribosome. The role of diffuse ions in the aa-tRNA accommodation has remained

elusive. While notable effort was made to reveal the mechanism and the regulator of

the aa-tRNA accommodation process, investigating the ionic effects on this process

remains challenging. As a step to this end, we employed an all-atom structure-

based model with explicit treatment of electrostatics and diffuse ions and implicit

treatment of solvent molecule in the MD simulations of a full ribosome structure. By

comparing simulations with and without electrostatic interactions for the ribosome,

we find that the electrostatic repulsion between aa-tRNA with the ribosome is able to

prohibit the elbow-accommodation process of the tRNA. From a series of simulations

with various concentrations of Mg2+ ions at fixed K+ concentration, we identify the

critical roles of Mg2+ ions in stabilizing the accommodated configurations. This

study provided significant insights into the understanding of the role of metal ions

in the conformational rearrangements of the ribosome. It will be fruitful to apply

similar strategies to investigate the ionic effects in the conformational dynamics of

the complex biomolecular assemblies.
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Appendix A.

Appendix of Chapter 1: RNA as a

Complex Polymer with Coupled

Dynamics of Ions and Water in the

Outer Solvation Sphere

A.1. Structure of the RNA

A.2. Preferential Interaction Coefficients

Table A.1: Preferential interaction coefficients from the explicit solvent MD simulations.
Stated errors are computed from the variation between runs.

i 𝑧𝑖 𝑁𝑖 [𝑖]∗ / mM [𝑖] / mM Γ2+

K 1 97 149.7 ± 0.6 146.4 ± 0.6 +31.4 ± 0.3
Cl -1 59 144.2 ± 0.2 147.4 ± 0.2 -7.0 ± 0.1
Mg 2 10 0.6 ± 0.2 0.5 ± 0.2 +9.8 ± 0.1
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Figure A.1: Cartoon of the 58-mer RNA structure: Helices A,B,C are shown in green
& blue, orange and red, respectively, and connecting elements are colored
magenta, cyan and yellow, as in Fig. 1.1A. Helix base pairing contacts are
shown in corresponding colors. The tertiary base pairing HB interactions and
one base stacking interaction are shown as black lines.

Figure A.2: Contact map of the 58-mer RNA structure. All base-base interactions shown
in Fig. A.1 are marked in the contact matrix in corresponding colors. The ter-
tiary BP interactions are represented by smaller black circles. Green and pur-
ple diamonds show base- base interactions that are mediated by the chelated
Mg and K ions, respectively. Grey squares in the background show contacts
determined based on structural proximity in the native crystal structure, us-
ing the SMOG2 tool.

95



A.3. Coordination by Ions and Water

Table A.2: Lifetimes (and standard deviations of lifetimes) for coordination bonds by
Mg2+ and K+ and for hydrogen bonds by water with different RNA atoms, in
ps.

atoms Mg2+ K+ water
O1P 167 (2300) 46 (430) 34 (61)
O2P 311 (3000) 50 (370) 51 (176)
O5’ 43 (1000) 34 (110) 16 (17)
O3’ 79 (1800) 50 (190) 13 (11)
O2’ 121 (1400) 90 (420) 15 (9)
O4’ 28 (80) 47 (390) 12 (8)
triPO 175 (864) 56 (120) 49 (98)
Base 152 (2100) 101 (420) 23 (37)
all 141 (1900) 60 (360) 26 (74)

Figure A.3: Average bond life times between Mg, K or water and different species of RNA
atoms. The same data are shown in different form in Fig. 1.5A and in Tab.
A.2.

A.4. Coordination Sites

A.5. Principal Component Analysis
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Figure A.4: Distribution of bond life-times, for coordination bonds between Mg, K or
water and RNA atoms.

Figure A.5: Comparison of residence times and dwell times. Bond residence times, for
which histograms are shown in Fig. 1.2D, are based on position correlation
functions, and allow excursions from the site during residences. Dwell times
are instead defined as times spent continuously in the site without any excur-
sion.
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Figure A.6: Alternative views of slow sites around the RNA structure. Mg, K and water
sites are shown as green, purple and red spheres, respectively. Sites with resi-
dence times >=10 ns are shown as larger spheres, sites with shorter residence
times >=1 ns are shown as smaller spheres. The backbone of the RNA is col-
ored as in Fig. 1.1 and A.1. The chelated Mg & K are shown as large green &
purple spheres. A solid outer surface is shown in grey for helices B & C. Helix
A is shown only as a tube in panels (A) & (B), which show corresponding
views from opposite sides. Panels (C) & (D) repeat the same views with helix
A also covered by a translucent white surface. The placement of sites at the
interface between helices A & B/C and in the vicinity of the chelated ions is
visible. Roman numerals label locations discussed in the text.
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Figure A.7: Placement of sites with short residence times on the RNA structure. The
outer surface of helix A is shown in white, the surface of helices B & C in
grey. Sites for Mg, K and water are shown as green, purple and red spheres.
Residence times are <1 ns for the shown Mg sites, <100 ps for the K and
water sites. (A, B) show views from opposite sides of the molecule.
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Figure A.8: Comparison of Mg2+ sites from the simulations to ion positions from the x-ray
structures. Simulation sites, shown as green spheres, have residence times for
Mg2+ ≥ 10 ns. Unmatched x-ray positions are shown yellow, x-ray positions
with matching simulation sites are shown in blue. Lighter blue indicates two
positions taken up by Osmium ions in the crystal. Labels give chain identifiers
and residue numbers from the PDB. The two chelated Mg2+ and K+ ions are
given in brackets. Asterisks mark ions that are only present in one of the two
copies of the structure in the PDB.
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Figure A.9: Water-mediated contacts, showing the site with the longest residence time for
each pair of RNA bases.

Figure A.10: Eigenvalues from the PCA of the RNA P atom positions. (A) individual
eigenvalues, (B) normalized cumulative sum of all eigenvalues.
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Figure A.11: Autocorrelation functions for the first N principal components of the RNA
dynamics. (A) N=1, (B) N=15, (C) N=50. Autocorrelation times, deter-
mined where the function equals 1/e, are given in ns.
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Figure A.12: Eigenvalues for the joint PCA of RNA P positions and Mg, K and water site
occupations. (A) individual eigenvalues. (B) normalized cumulative sum of
the eigenvalues.
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Figure A.13: Motions of RNA P atoms due to the first joint PC. (A) root mean square
fluctuations of P atoms around the mean structure. (B) displacement com-
ponents of the eigenvector in x, y, z directions, (scaled with the square root
of the eigenvalue).
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Figure A.14: changes in site occupation counts due to the first joint PC. (A) changes in
occupation of Mg sites. Circles mark the mean occupations of sites, vertical
bars indicate the changes in occupation count due to the first PC. Changes
<0.1 ions are drawn in grey, larger changes are highlighted in blue and cyan,
where cyan corresponds to the positive sign of the PC. Symbol size encodes
residence times t>=10 ns, 10 ns > t >= 1ns and t < 1ns respectively. (B)
sites with occupation changes >= 0.1 ions are shown in relation to the RNA
structure. Occupation changes are color coded, with green positive and red
negative. The blue trace gives the average RNA structure. Displacements
of the RNA P atoms due to the first PC, scaled 2x, are given by cyan
(positive) and yellow tubes (same as Fig. 1.3A) (C, D) the same information
for potassium sites. (E, F) changes in occupation of water sites, highlighting
changes >= 0.25.
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Figure A.15: Motions of RNA P due to joint mode 2. (same as Fig. A.13)
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Figure A.16: Changes in site occupation counts due to joint PC 2. (same as Fig. A.14)
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Figure A.17: Motions of RNA P due to joint mode 3. (same as Fig. A.13)
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Figure A.18: Changes in site occupation counts due to joint PC 3. (same as Fig. A.14)
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Figure A.19: Motions of RNA P due to joint mode 4. (same as Fig. A.13)
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Figure A.20: Changes in site occupation counts due to joint PC 4. (same as Fig. A.14)
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Figure A.21: Motions of RNA P due to joint mode 5. (same as Fig. A.13)
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Figure A.22: Changes in site occupation counts due to joint PC 5. (same as Fig. A.14)
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Appendix B.

Appendix for Chapter 2: Diffuse

ions can coordinate dynamics in a

ribonucleoprotein assembly

B.1. Supporting Methods

B.1.1. Parameter refinement of effective potentials for

diffuse ion interactions

The parameters in the effective potential 𝑉E (Eq.2.3 in main text) were initially set

using explicit-solvent simulations as a reference. From explicit-solvent simulations, we

calculated the radial distribution functions (RDF, Fig. B.4) for different types of ion-

RNA, ion-ion and ion-protein interactions and then fit our potential to the potential

of mean force (PMF) in order to provide initial estimates. Then, an iterative protocol

was applied to refine the values of parameters in the effective potential. The details

are described below.
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Initial parameters

Initial values for the parameters in the effective potential 𝑉E (𝐴, 𝐵(𝑘), 𝐶(𝑘), 𝑅(𝑘))
defined in Eq. 2.3 were determined by fitting the functional form of the effective

potential to the potentials of mean force (PMF) (Fig. B.4b) for pairwise interactions

(e.g. K-K, K-Cl, K-Mg, Mg-Cl, etc.), calculated from all-atom explicit-solvent MD

simulations (Fig. B.4a). Each interaction was decomposed into a coulomb term , a

effective excluded volume repulsive term and Gaussian terms that account for ionic

solvation shells. First, we subtracted out the electrostatic potential (Debye-Hückel)

from the PMF and then fit the remaining potential energy terms (𝑉ion−excl and 𝑉sol)

to the residuals. The coefficient A in 𝑉sol was initially set by fitting the function 𝐴
𝑟12 to

the short distance region of the PMF associated with the corresponding interaction

(Fig. B.4c, dashed blue line). In the functional form of 𝑉sol, the width (𝐶(𝑘)),

location (𝑅(𝑘)) and amplitude (𝐵(𝑘)) of each Gaussian were obtained by fitting to a

corresponding wells and peaks of the PMF. The widths and positions of the Gaussian

functions indicate the ranges and locations of solvation shells around each type of ion,

and these values remain fixed during all additional parameter refinement steps. With

𝑅(𝑘) and 𝐶(𝑘) determined for the Gaussian-based interactions, 𝑉E can be expressed

as a linear combination of ∑ 1
𝑟12

𝑖𝑗
and ∑ 𝑒−𝐶(𝑘)[𝑟𝑖𝑗−𝑅(𝑘)]2 with coefficients 𝐴 and 𝐵(𝑘).

These linear coefficients are then refined using the protocol described in the next

section.

Through this procedure, we obtained the initial guess of parameters for ion-ion,

ion-RNA and ion-protein interactions from explicit solvent simulations of 100 mM

KCl and 10 mM MgCl2 in water, helix 44 (h44, Fig. 2.1) from rRNA in 100 mM KCl

and 10 mM MgCl2 solution and ribosomal protein S6 (Fig. B.3) in 100 mM KCl and

10 mM MgCl2 solution respectively.
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Iterative parameter refinement protocol

Starting from the initial guess of parameters 𝐴 and 𝐵(𝑘) in Eq. 2.3, we performed an

iterative parameter refinement strategy, where explicit-solvent simulations are used

as a benchmark [141, 142]. While the complete protocol is described elsewhere [141],

we provide an overview here, for completeness. This protocol allows for refinement

of all parameters that are linear in the Hamiltonian. In this protocol, one considers

a Hamiltonian of the form

𝐻R =
𝑁

∑
𝛼=1

𝐾𝛼𝑆𝛼, (B.1)

where a set of 𝑁 physical observables are denoted by 𝑆𝛼 with associated weights

𝐾𝛼. In our model, 𝐾𝛼 corresponds to the parameters 𝐴 (in 𝑉ion−excl) and 𝐵(𝑘) (in

𝑉sol), while 𝑆𝛼 corresponds to ∑𝑖<𝑗
1

𝑟12
𝑖𝑗

and ∑𝑖<𝑗 𝑒−𝐶(𝑘)[𝑟𝑖𝑗−𝑅(𝑘)]2 . As described in the

previous section, 𝐶(𝑘) and 𝑅(𝑘) remain fixed during refinement.

The form of the Hamiltonian is exploited to construct an iterative scheme to

determine the coefficient 𝐾𝛼 associated with each observable 𝑆𝛼[141, 200, 201]. Let

the expected value of the observable 𝑆𝛼 be denoted by ⟨𝑆𝛼⟩. Thus, ⟨𝑆𝛼⟩SBM and

⟨𝑆𝛼⟩ex−sol denote the average values of the observables, as calculated from the SBM

simulations and all-atom explicit-solvent simulation, respectively. To determine val-

ues of 𝑆𝛼 that accurately describe observables in a reference system, we expand the

expected value of each observable ⟨𝑆𝛼⟩SBM in a Taylor series in 𝐾𝛼 around some

trial weights {𝐾(0)
𝛼 }. The difference between the expected values of the observables,

Δ⟨𝑆𝛼⟩ = ⟨𝑆𝛼⟩SBM − ⟨𝑆𝛼⟩ex−sol, to a first-order perturbation, is[141, 200, 201]

Δ⟨𝑆𝛼⟩ = ∑
𝛾

𝜕⟨𝑆𝛼⟩
𝜕𝐾𝛾

Δ𝐾𝛾 (B.2a)

= 1
𝑘𝐵𝑇 ∑

𝛾
[⟨𝑆𝛼𝑆𝛾⟩ − ⟨𝑆𝛼⟩⟨𝑆𝛾⟩]Δ𝐾𝛾, (B.2b)

where Δ𝐾(𝑛)
𝛾 = 𝐾(𝑛+1)

𝛾 − 𝐾(𝑛)
𝛾 . Eq. (B.2b) follows from Eq. (B.2a) due to the
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linearity of the reference Hamiltonian.

To obtain the corrections to the weights, Δ𝐾(𝑛)
𝛼 , we iteratively performed SMOG-

ion simulations and get the update of the weights in each iteration by solving the set

of linear equations, i.e., Eq. (B.2b). The nth iteration, for example, defines the

parameter set 𝐾(𝑛+1)
𝛼 = 𝐾(𝑛)

𝛼 + Δ𝐾(𝑛)
𝛼 . The iterative simulation and updates of the

weights are continued until 𝐾𝛼 converges for 𝛼 = 1, ..., 𝑁 . As 𝐾𝛼 converges, the

observable 𝑆𝛼 obtained from the refined model converges to that from the reference

system and the RDF from SMOG-ion model simulation converges to that from the

explicit solvent simulation (Fig. B.12a). The values of coefficients 𝐴 and 𝐵(𝑘) are

obtained from the converged values of 𝐾𝛼.

As employed in previous studies conducted by Savelyev and Papoian [141], the

quality of the parameters can be measured by calculating the difference in free-energy

(|𝛿𝐹 |) between the explicit-solvent and structure-based model, defined as:

𝛿𝐹 = ∑
𝛼

|𝐾𝛼Δ𝑆𝛼| (B.3)

In the iterative simulations, 𝛿𝐹 decreased significantly in the first few iterations

and then levels off near zero (Fig. B.12). In the parameter refinement process, we

stopped updating parameters when 𝛿𝐹 reached a minimal value.

B.1.2. Defining non-contact interactions in the SMOG-ion

model

Any atom pairs that are not in contact in the predefined structure are defined as

“non-contact interactions”. In the SMOG-ion model, the non-contact interaction of

a pair of atoms (i, j) in RNA or protein that are separated by 𝑟𝑖𝑗 have a potential

energy of the form 𝐶18
𝑟18

𝑖𝑗
− 𝐶12

𝑟12
𝑖𝑗
. This pair-wise potential accounts for the soft repul-

sive interactions between atoms due to the excluded volume. In order to mimic the
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excluded volume description provided by all-atom explicit-solvent models, the coef-

ficients 𝐶18 and 𝐶12 were calculated by fitting the 12-18 potential to the Lennard-

Jones potential (𝑉Amber−LJ) in the Amber99sb-ildn forcefield [144], which is given by

4𝜖[( 𝜎
𝑟𝑖𝑗

)12 − ( 𝜎
𝑟𝑖𝑗

)6], where 𝜎 and 𝜖 are provided in the force field parameter set. Two

reference points, (𝑉Amber−LJ,1, 𝑟𝑖𝑗,1) and (𝑉Amber−LJ,2, 𝑟𝑖𝑗,2), are obtained for each pair

of atoms from the Amber99sb-ildn forcefield[144], where 𝑉Amber−LJ,1 = 1/2𝑘𝐵𝑇 and

𝑉Amber−LJ,2 = 𝑘𝐵𝑇 . The value of coefficients 𝐶18 and 𝐶12 are calculated by fitting the

functional form of the non-contact interaction to the reference points. An example

of the curve fitting is shown in Figure B.1.

B.1.3. Simulation details

Explicit-solvent simulations

Explicit-solvent MD simulations were used as a benchmark for initial parameteriza-

tion of the SMOG-ion model. The explicit-solvent simulations were conducted using

Gromacs v5.1.4 with the Amber99sb-ildn force field[144]. The simulated systems were

solvated with SPC/E water molecules [112]. Modified Mg2+ parameters described by

Åqvist[36] were used in the simulation. The parameters for monovalent ions (K+ and

Cl−) reported by Joung and Cheatham[37] were included. Periodic boundary con-

ditions were used in the simulations. Particle-mesh Ewald (PME) was used for the

evaluation of long-range electrostatics[114] with an Ewald radius of 10 Å. The Van

der Waals cutoff was taken to be 10 Å. Neighbor lists were updated every 10 time

steps. Equations of motion were integrated using a leap-frog integrator with a 2-fs

time step.

In order to parameterize the ion-ion, ion-RNA and ion-protein interactions in

the SMOG-ion model, the following explicit-solvent simulations were performed as

benchmarks:
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1. Ions in aqueous solution. 60 K+, 6 Mg2+, 72 Cl− ions and 32635 water molecules

were added to a 10 nm cubic box to create a target concentration of 10 mM for

[MgCl2] and 100 mM for [KCl]. The water molecules and ions were energetically

minimized with steepest descent followed by conjugate gradient methods. The

system was initially equilibrated at 300 K and ambient pressure of 1 bar using the

Berendsen thermostat and barostat[202] for 1 ns. After the equilibration step,

1𝜇s of production runs was carried out with Nose-Hoover thermostat[203, 204]

and Parrinello-Rahman barostat[205, 206]. This simulation provides benchmark

reference for ion-ion interactions.

2. Helix 44 in ionic solution. A RNA fragment, helix 44 (h44), from 16S ribosomal

RNA (PDB: 4V6F) was placed in the center of a 10×12.2×12.2 nm3 rectangular

box with the principal axis of H44 aligned with the x-dimension of the box.

123 K+, 14 Mg2+, 108 Cl− and 47917 water molecules were added to the box

to neutralize the negative charges from H44 and yield a bulk concentrations

of approximately 10 mM for [MgCl2] and 100 mM for [KCl]. To eliminate

the influence from any conformational changes of h44 on ion-RNA interactions,

every atom on H44 was position restrained to its initial coordinate with force

constant 1000 kJ/mol/nm2. The entire system was energetically minimized with

steepest descent and then conjugate gradient method. Then we performed the

equilibration of the system at 300 K and 1 bar with Berendsen thermostat and

barostat[202], which was followed by 1 𝜇s production run with Nose-Hoover

thermostat[203, 204] and Parrinello-Rahman barostat[205, 206]. The first 20 ns

trajectory was used for equilibrating ions with the h44 and was excluded from

RDF analysis. This simulation provides the benchmark reference for ion-RNA

interactions.

3. Protein S6 in ionic solution. Protein S6 was extracted from a structure of a
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bacterial ribosome (PDB: 4V6F) and was placed in the center of a rectangular

box of size 10×16×16nm3 with its first principal axis aligned to the x-dimension

of the box. 15 Mg2+, 154 K+ and 185 Cl− ions were added to the box together

with 88364 water molecules to create a bulk concentration of approximately 10

mM [MgCl2] and 100 mM of [KCl]. Atoms in the protein molecule were posi-

tion restrained to their initial coordinates with force constant 1000 kJ/mol/nm2

during the simulations. The energy of the system was minimized with steepest

descent and conjugate gradient methods. The entire system was equilibrated

at 300 K and 1 bar with Berendsen thermostat and barostats[202], which was

followed by the 1 𝜇s production run with Nose-Hoover thermostat[203, 204] and

Parrinello-Rahman barostat[205, 206]. The first 20 ns trajectory was excluded

from the RDF analysis. This simulation provides the benchmark reference for

ion-protein interactions.

SMOG-ion model simulations

MD simulations with the SMOG-ion model were performed for different purposes:

(1) refining the parameters A and B in the effective potential 𝑉E (Eq. 2.3) in com-

parison with explicit-solvent simulations, (2) investigating the preferential interaction

coefficients (Γ2+) of two RNA molecules with refined parameters to compare with ex-

perimental measurements, (3) studying the conformational dynamics of the ribosome

structure under ionic effects. Simulation details are as followed.

For the purpose of parameter refinement, SMOG-ion simulations w ere performed

with exactly the same number of ions in the same size of boxes as in the correspond-

ing benchmark explicit-solvent simulations. The simulations were performed at a

temperature of 60 Gromacs units (0.5 reduced units) which corresponds to 300 K in

explicit-solvent simulations. In each iteration of parameter refinement, 10 replicas

of 10 million timesteps were performed with the SMOG-ion model, and trajectories

120



from all replicas were used to determine the value of each observable.

After the parameter refinement process, SMOG-ion simulations were applied to

the small 58-mer rRNA (PDB: 1HC8) and the adenine riboswitch (PDB: 1Y26) to

investigate the ion preferential interaction coefficient (Γ2+) for each system. In both

cases, the small RNA molecule was placed in a cubic box of length 70 nm. Ions were

placed randomly but not close to each other or the RNA molecule initially. For the

58mer rRNA, the number of Mg2+ ions was varied from 45 to 216 to achieve the

target bulk concentration of Mg2+ ions (0.20-1.00 mM). 30983 K+ ions were placed

in the box to set the concentration of K+ to 150mM. For the adenine riboswitch,

33 to 207 Mg2+ ions were used with 10328 K+ ions to create a Mg2+ concentrations

that range of 0.16 to 1.00 mM and a K+ concentration of 50 mM. In both cases,

Cl− ions were added to neutralize the charges in the system. The chelated ions were

harmonically bound to the neighboring oxygen atoms in the chelation pocket. At

each concentration, the system was equilibrated for 108 timesteps with 0.002 reduced

unit for each timestep. Then the equilibrium run was extended for another 2 × 107

and we took a snapshot of the atom coordinates after each 106 timesteps. These

20 snapshots were used to initialize 20 replicas with random initial velocities. Each

replica was then simulated for an additional 6 × 107 time steps, from which the first

107 time steps were discarded during analysis.

In the simulation of the whole ribosome structure (PDB: 6QNR), the ribosome

was placed in the center of a cubic box with length 70 nm. To avoid unphysical

expansion of the ribosome molecule, all contact distances in the ribosome were reduced

by a factor of 0.96. In the simulations with ions, 3500 Mg2+ ions, 20000 K+ ions and

24226 Cl− ions were added the box to neutralize the charges from the ribosome

structure and target the bulk concentrations of 10 mM for [MgCl2] and 100 mM for

[KCl]. In the simulation of the ribosome structure without the presence of E site

tRNA, 24301 Cl− ions were added with 3500 Mg2+ and 20000 K+ in the box. In
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both simulations, we ran 1.25 × 107 timesteps of equilibration in which the ribosome

was position restrained at its initial coordinates, which allowed the diffuse ions to

equilibrate around the ribosome. Then a production run of 108 timesteps without

position restraints was performed. In simulations of the ribosome without explicit

diffuse ions, the 108-timestep production runs were performed after the equilibration

run of 107 timesteps.
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B.2. Supporting Results

B.2.1. Refined effective potential parameters

As described in the Method section, the SMOG-ion model parameters were initially

refined in comparison with explicit-solvent simulations. Then a few parameters of ion-

RNA interactions were further adjusted by comparing with the experimental results

and using the preferential interaction coefficient (Γ2+) as a metric. The finalized

parameter set s3 is shown in the tables below.

Table B.1: Refined parameters for ion-ion interactions are obtained from the simulation
with 10mM MgCl2 and 100mM KCl. 𝜖 = 2𝑘𝐵𝑇 in the units of parameter A
and B.

Interaction A [𝜖 ⋅ nm12] B [𝜖]
A B1 B2 B3 B4 B5

K+-K+ 2.510 × 10−6 -0.7371 0.1887 -0.0029 0.111 0.0632
K+-Cl− 4.484 × 10−7 -0.4908 0.7674 -0.2481 0.0578 -0.1116
K+-Mg2+ 1.639 × 10−4 -0.032 0.2484 0.0448 0.1482 0.1106
Cl−-Cl− 4.689 × 10−5 -0.3862 0.348 -0.0205 0.1262 0.0509
Mg2+-Cl− 1.213 × 10−5 -0.4291 0.4266 -0.2472 -0.0106 -0.1742
Mg2+-Mg2+ 9.215 × 10−3 - - - - -

Interaction C [nm−2] R [nm]
C1 C2 C3 C4 C5 R1 R2 R3 R4 R5

K+-K+ 284.3 1039 1458.5 427.8 235.5 0.424 0.5662 0.6673 0.7712 0.8986
K+-Cl− 1125 304.3 571.8 1309.9 392.1 0.3247 0.3924 0.5386 0.6358 0.7441
K+-Mg2+ 1769.9 204.7 335.6 216.2 1815.1 0.5933 0.6973 0.8095 0.9056 1.0144
Cl−-Cl− 770.8 299.9 1844 514.2 650.7 0.5245 0.638 0.768 0.8631 0.984
Mg2+-Cl− 628.3 798.3 359.2 2041.6 404.1 0.4715 0.5465 0.6775 0.7775 0.8794
Mg2+-Mg2+ - - - - - - - - - -
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Table B.3: Refined parameter for ion-RNA interaction. Atoms from RNA are grouped
by their element and the value of their partial charges. Only the interactions
between metal ions (Mg2+ and K+) with the negatively charged RNA atoms
are parameterized. The negatively charged RNA atoms are grouped by their
elements and the value of their partial charges. For atoms whose partial charges
are more negative than -0.49e, the element symbols are superscripted with “<-
0.5”, otherwise, the element symbol will be superscripted with “>-0.5”. In the
table, “0” means corresponding parameters are defined while set to zero in
the model, while “-” means corresponding parameters are not defined in the
SMOG-ion model.

Interaction A [𝜖 ⋅ nm12] B [𝜖]
A B1 B2 B3 B4 B5

K+-O<−0.5 2.923 × 10−8 0 0.2962 0.0339 -0.0217 -0.0973
K+-N<−0.5 3.703 × 10−8 0 0.085 -0.2878 - -
K+-O>−0.5 3.688 × 10−8 0 0.9727 - - -
K+-C>−0.5 1.208 × 10−6 - - - - -
K+-N>−0.5 2.239 × 10−7 - - - - -

Mg2+-O<−0.5 2.522 × 10−6 -0.89 0.0157 -0.1161 0.0093 -0.0599
Mg2+-N<−0.5 2.250 × 10−6 -1.02 - - - -
Mg2+-O>−0.5 1.465 × 10−5 - - - - -
Mg2+-C>−0.5 1.600 × 10−5 - - - - -
Mg2+-N>−0.5 1.162 × 10−5 - - - - -

Interaction C [nm−2] R [nm]
C1 C2 C3 C4 C5 R1 R2 R3 R4 R5

K+-O<−0.5 1095 501 438 1833 123 0.278 0.348 0.511 0.569 0.698
K+-N<−0.5 1067 325 180 - - 0.286 0.37 0.617 - -
K+-O>−0.5 954 255 - - - 0.285 0.38 - - -
K+-C>−0.5 - - - - - - - - - -
K+-N>−0.5 - - - - - - - - - -

Mg2+-O<−0.5 651 392 331 305 92.7 0.417 0.478 0.61 0.725 1.01
Mg2+-N<−0.5 646 - - - - 0.441 - - - -
Mg2+-O>−0.5 - - - - - - - - - -
Mg2+-C>−0.5 - - - - - - - - - -
Mg2+-N>−0.5 - - - - - - - - - -
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Table B.5: Refined parameter for ion-protein interaction. Atoms in the protein are also
grouped by element and their assigned partial charges. Repulsive interactions
between ion and protein atoms are parameterized with both excluded volume
and Gaussian terms. For the attractive interactions, only excluded volume
coefficients were refined. If an atom has a more negative charge than -0.49e,
a subscription “<-0.5” will be added to the element symbol. If an atom has
a charge between -0.49e and 0, a subscription “>-0.5” will be added to the
element symbol. If an atom has positive partial charge in between - and 0.49e,
its element symbol has a subscription “<0.5”. If an atom has partial charge
greater than 0.49e, its element symbol has a subscription “>0.5”. There are a
few special cases in this table: “C<0” consists of both “C<−0.5” and “C>−0.5”
atoms; “N<0” consists of both “N<−0.5” and “N>−0.5” atoms.

Interaction A [𝜖 ⋅ nm12] B [𝜖]
A B1 B2 B3 B4 B5

K+-O<−0.5 2.898 × 10−8 -1.1804 0.2875 -0.0972 - -
K+-O>−0.5 7.092 × 10−8 -1.2356 0.371 -0.0959 - -
K+-N<0 1.515 × 10−6 - - - - -
K+-N>0.5 3.340 × 10−6 - - - - -
K+-N<0.5 3.756 × 10−7 - - - - -
K+-C<0 1.635 × 10−6 - - - - -
K+-S>−0.5 4.297 × 10−6 - - - - -

Mg2+-O<−0.5 7.160 × 10−7 -1.3849 0.1479 -0.0034 - -
Mg2+-O>−0.5 2.345 × 10−6 - - - - -
Mg2+-N<0 8.740 × 10−5 - - - - -
Mg2+-N>0.5 7.638 × 10−4 - - - - -
Mg2+-N<0.5 1.764 × 10−5 - - - - -
Mg2+-C<0 1.852 × 10−5 - - - - -
Mg2+-S>−0.5 9.425 × 10−5 - - - - -
Cl−-N>0.5 5.504 × 10−7 -0.944 0.1997 -0.3535 -0.0562 -0.1387
Cl−-N<0.5 6.004 × 10−7 -0.9644 0.0828 -0.1301 - -
Cl−-C>0.5 4.707 × 10−6 - - - - -
Cl−-C<0.5 2.323 × 10−6 - - - - -
Cl−-C<0 2.420 × 10−6 - - - - -
Cl−-O<−0.5 8.554 × 10−6 - - - - -
Cl−-S>−0.5 1.193 × 10−5 - - - - -
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Table B.6: Refined parameter for ion-protein interaction (continued).
Interaction C [nm−2] R [nm]

C1 C2 C3 C4 C5 R1 R2 R3 R4 R5

K+-O<−0.5 1127 376 481 - - 0.27 0.351 0.498 - -
K+-O>−0.5 535 186 444 - - 0.272 0.381 0.542 - -
K+-N<0 - - - - - - - - - -
K+-N>0.5 - - - - - - - - - -
K+-N<0.5 - - - - - - - - - -
K+-C<0 - - - - - - - - - -
K+-S>−0.5 - - - - - - - - - -

Mg2+-O>−0.5 524 1158 418 - - 0.406 0.477 0.656 - -
Mg2+-O>−0.5 - - - - - - - - - -
Mg2+-N<0 - - - - - - - - - -
Mg2+-N>0.5 - - - - - - - - - -
Mg2+-N<0.5 - - - - - - - - - -
Mg2+-C<0 - - - - - - - - - -
Mg2+-S>−0.5 - - - - - - - - - -
Cl−-N>0.5 1298 253 284 1719 307 0.337 0.395 0.546 0.652 0.758
Cl−-N<0.5 1098 298 1130 - - 0.338 0.395 0.558 - -
Cl−-C>0.5 - - - - - - - - - -
Cl−-C<0.5 - - - - - - - - - -
Cl−-C<0 - - - - - - - - - -
Cl−-O<−0.5 - - - - - - - - - -
Cl−-S>−0.5 - - - - - - - - - -
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B.3. Supporting Figures

Figure B.1: Characterize the excluded volume of atoms according to AMBER
force field. An example of determining the values of coefficients 𝐶18 and
𝐶12 for non-contact interactions (orange dashed line) in SMOG-ion model.
The Lennard-Jones potential (blue solid curve) defined in Amber99sb-ildn
forcefield[144] provides the reference points (red dots).
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Figure B.2: Structures of 58-mer rRNA fragment and adenine riboswitch. (a)
58-mer rRNA fragment (PDB:1HC8). Color codes of residues on right panel
are consistent with the left panel. In the left panel, base pairs are indicated by
black horizontal lines, tertiary base-base hydrogen bonds in the folded RNA
are shown in red bars. Arrows indicate the 5’ to 3’ direction of the backbone.
Two chelated ions (K+ and Mg2+) are shown in beads. (b) Adenine riboswitch
(PDB:1Y26). Color codes of residues in the tertiary structure on right panel
are consistent with the left panel. 5 chelated Mg2+ ions are shown in pink.
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Figure B.3: Structure of protein S6. S6 is a small protein with 101 amino acid residues.
It consists two 𝛽−𝛼−𝛽 motifs with four-stranded anti-parallel 𝛽-sheet on one
side and two 𝛼-helices packed on the other side. Similar folding patterns were
observed in other ribosomal proteins.[207]. Since our goal is to investigate the
effects of diffuse ions on ribonucleoprotein assemblies, we decided to use this
globular ribosomal protein as a reference when parameterizing the interactions
between ions and protein atoms.
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Figure B.4: Explicit solvent simulations provide reference for ion associated in-
teractions.(a) The RDFs of ion-ion interactions from explicit solvent simu-
lations of 10 mM MgCl2 and 100 mM KCl in water. (b) The PMF of Mg-Cl
interactions (blue), which is converted from the corresponding RDF values.
The PMF based on the Debye-Hückel (DH) potential is shown as dashed line
(orange). The PMF with DH contribution subtracted is shown as dashed dot
line (green). (c) For initial fitting of the parameters in the Hamiltonian (see
Eq.2.3) that describe Mg-Cl interactions, the DH contribution was subtracted
from the PMF (dashed dot green line). The resulting PMF was approximated
by the excluded volume repulsive term (dashed blue line) and the sum of five
Gaussian functions (red line).
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Figure B.5: Consistency of parameterized interaction in SMOG-ion model with
explicit-solvent model. Root mean squared error (RMSE) of g(r) between
SMOG-ion model (s1 parameter set, see main text for definition) simulation
and the corresponding explicit solvent simulation versus the peak g(r) values
of the latter are plotted for each type of interactions. Dashed line in each panel
corresponds to the boundary of 5% relative error. Generally, interactions
optimized with Gaussians in their effective potentials (red dots) benefit from
the parameterization of the solvation effects, which results in lower relative
error comparing to those optimized for excluded volume only (blue dots).
a) The RMSE associated with ion-ion interactions from the simulations of
ions in aqueous solution. b) The RMSE associated with ion-RNA and ion-
ion interactions from the simulations of H44 in ionic solution. The blue dot
in the yellow circle, which associates with the interaction between Mg2+ ion
and weakly negatively charged C atoms (C>−0.5) in RNA residues, yields
the highest relative error (11.2%) in this set. All other interactions have
relative error within 10%. c)The RMSE associated with ion-protein and ion-
ion interactions from the simulation of protein S6 in ionic solution. The
interaction between Mg2+ ion and weakly positively charged N atoms (N<0.5,
yellow circle) yield the highest relative error, because N<0.5 only appears in
ARG amino acid residues in protein S6 and has nearly zero (0.0329 𝑒) charge,
which result super weak interactions with Mg2+ ions and obvious fluctuations
in g(r). The second highest relative error associates with the interaction
between Mg2+ ion and the highly positively charged N atom (N>0.5), because
the latter only appears in N-terminal amino acid residues and LYS residue,
which only appears 4 times in protein S6 and results insufficient samplings
for precise parameterization.
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Figure B.6: Similarity of L1 stalk position in variants of SMOG models.Average
structures of L1 stalk from simulations of ribosome (without E-site tRNA)
with multiple variants of all-atom structure model and in the crystral struc-
ture of ribosome. a) When the electrostatic-free model (grey) is applied in the
simulation, the average position of L1 stalk is consistent with the crystallo-
graphic structure (cyan). b) When the electrostatic interactions are included
in the model, the average structure of L1 stalk with the Debye-Hückel treat-
ment of implicit ions (pink) only shows sight difference from that without
ions(red).
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Figure B.7: Ion-induced L1 stalk displacement is robust to the presence of E-
site tRNA.The electrostatic- and ion-dependent rearrangements of the L1
stalk are robust to the presence of E-site tRNA. The average structures of
L1 stalk from simulations without the presence of E-site tRNA are shown
in panel a. While panel b shows the average structures of L1 stalk with the
presence of E-site tRNA in the simulation. See main text for details about the
comparison of L1 stalk structures with variants of all-atom structure based
models.
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Figure B.8: Defining 𝑅L1−tRNA.The distance between P atoms (yellow) from the residue
A2112 in L1 stalk (cyan) and residue G19 in E-site tRNA (orange) was used
as the reaction coordinate to measure the distance between L1 stalk and E-
site tRNA. The L1 stalk shown in cyan includes residue G2073 to A2238 in
the large subunit of the ribosome structure.
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Figure B.9: Distribution of 𝑅L1−tRNA in simulations with variants of SMOG mod-
els. Distance between L1 stalk and E site tRNA from simulations of different
models with ribosome structure including the E-site tRNA. The distance was
measured by the coordinates of atom P in residue G2112 in 23S rRNA and
atom P in residue G19 in E site tRNA. Without considering the electro-
static effects and ionic effect, SMOG model revealed an average distance of
14.6Å(blue) between L1 stalk and E site tRNA. With the intra-electrostatic
taken into considerations, SMOG-coulomb model revealed an average distance
of 19.4Å(orange), which was due to the repulsions between L1 stalk rRNA
and E site tRNA. With Debye-Hückel electrostatics included in the model,
SMOG-DH simulation yielded an average distance of 17.8 Å(green). Under
the effect of diffuse ions, SMOG-ion yielded an average distance of 12.3Å be-
tween L1 stalk and E site tRNA (red), which reflects the stabilizing effects
from diffuse ions on the contacts between L1 stalk and E site tRNA.
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Figure B.10: The spatial distribution function of K+ ions in the L1 stalk and
tRNA. High density regions (conc. above 3 M) of K+ ions near L1 stalk and
tRNA are shown in yellow surface. In comparison with the SDF of Mg2+

ions in the same region, the density of K+ ions is significantly attenuated
and only show three small regions where the density of K+ ions is above 3
M.
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Figure B.11: Simulation performance as a function of the number of compute
cores utilized. Scaling tests were performed for the ribosome with diffuse
ions (198,654 atoms). Performance gains were obtained for up to 3,584
compute cores. Tests used Gromacs 5.1.4, with modified non-bonded kernels
to accommodate the SMOG-ion model. Each compute node was equipped
with two Intel Xeon Platinum 8276 processors (2.20GHz) with Infiniband
interconnect between nodes. Larger core counts were not tested due to the
availability of resources.
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Figure B.12: Iterative parameter refinement leads to energetic consistency with
explicit solvent simulation.The reduction of the total free energy dif-
ference (𝛿𝐹 , Eq. B.3) between explicit solvent model and structure-based
model along the parameter refinement of ion-RNA interactions. The pa-
rameter refinement is terminated when 𝛿𝐹 stops decreasing and reached a
minimal value.
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Appendix C.

Appendix for Chapter 3:

Fluctuation Effects in Adam–Gibbs

Model of Cooperative Relaxation.

C.1. Details of derivation leading to eq. 3.5

The slope of the critical size with respect to temperature at constant pressure will be

evaluated by exploiting Tool–Narayanaswamy–Moynihan interpretation of eq. 3.1 [177,

208]. For the equilibrium liquid, the temperature dependence of the relaxation time

is given by [177, 208]

(d ln 𝜏
d𝑇 )

𝑒𝑞
≡ − Δℎ∗

𝑅𝑇 2 (C.1)

= Δ𝜇
𝑘B𝑇 (𝜕𝑧∗

𝜕𝑇 )
𝑃

− 𝑧∗Δ𝜇
𝑘B𝑇 2 . (C.2)
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Here, Δℎ∗ is the activation enthalpy and 𝑅 is the gas constant. For glass like config-

uration, the temperature dependence of 𝜏 is [177, 208]

(d ln 𝜏
d𝑇 )

𝑧∗
≡ −𝑥Δℎ∗

𝑅𝑇 2 (C.3)

= −𝑧∗Δ𝜇
𝑘B𝑇 2 . (C.4)

𝑥 is the Tool–Narayanaswamy–Moynihan non-linearity parameter [170, 177]. The

quantity 𝑥 is experimentally measurable and denotes how far the system deviates

from equilibrium. Making use of Equations C.1 and C.3 we get

(𝜕𝑧∗

𝜕𝑇 )
𝑃

= −(𝑘B𝑇
Δ𝜇 )((1 − 𝑥)Δℎ∗

𝑅𝑇 2 ). (C.5)

On combining eq. C.1, and eq. 3.3 and eq. 3.4 we get eq. 3.5.

C.2. Fluctuation and Adam–Gibbs Model

In this section we determine the effects of fluctuations on the configurational fraction

by assuming that the smallest size 𝑧∗ of a cooperative region that allows transition

is inversely proportional to the configuration entropy. In this case, the difference

between the relaxation time 𝜏𝑖 of a local region and the mean relaxation time of the

region is

ln 𝜏𝑖 − ln 𝜏 = Δ𝜇𝑠∗𝑁A
𝑘B𝑇 ( 1

𝑆exc, i𝑓i
− 1

𝑆exc𝑓
). (C.6)

Δ𝜇 is the activation enthalpy, 𝑆c is the configuration entropy of the supercooled

liquid, 𝑠∗ is the configuration entropy that corresponds to the smallest size, and 𝑁A

is the Avogadro number. The terms in the brackets is rewritten as

1
𝑆exc,i𝑓i

≈ 1
𝑆exc𝑓

{1 − 𝑆exc,i𝑓i − 𝑆exc𝑓
𝑆exc𝑓

}. (C.7)
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To proceed further, we assume that the configurational fraction 𝑓i is independent of

local region 𝑖. This assumption can be bypassed. From equations C.6 and refeq:ch3-

seq5, we obtain the desired explicit expression for the configurational fraction.

𝑓 = (Δ𝜇𝑠∗𝑁A
𝑘B𝑇 𝑆2

exc
√⟨Δ2𝑆exc⟩

⟨Δ2 ln 𝜏⟩) (C.8)
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