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ABSTRACT: The low-latitude ionosphere is characterized by large-scale instabilities in 

the post-sunset hours due to the distinct geometry of the earth’s magnetic field lines at the 

equator. The magnetic field lines are horizontal at the equator contributing to the high 

vertical drift velocity of the plasma bubbles growing from the bottomside of the 

ionospheric F-region. The phenomenon, commonly known as equatorial spread F, is an 

important problem in aeronomy as it can cause radio wave scintillation effects 

representing the most critical impacts of space weather on man-made technologies, such 

as satellite communications and global navigation satellite systems (GNSS). Here, we 

present results from an artificial ionospheric modification experiment as well as from 

naturally occurring instabilities in the equatorial ionosphere. An artificial plasma cloud 

was created in the bottomside of the ionospheric F-layer during the Metal Oxide Space 

Cloud (MOSC) experiment in May 2013 to study the interactions of artificial ionization 

with the background plasma under the hypothesis that the artificial plasma might 



 

suppress the occurrence of natural instabilities. While the suppression hypothesis remains 

open to debate, the propagation results confirm that the injection of artificial ionization in 

the lower F–region causes dramatic changes to the ambient HF propagation environment. 

We also calculate various parameters needed to evaluate the growth rate of Rayleigh-

Taylor instability created in the F-region bottomside of the ionosphere from the thirteen 

days of High-Frequency (HF) radar data during the MOSC campaign. These parameters 

have been used to calculate the growth rate to predict the diurnal variability of the spread 

F occurrence. The growth rate has also been calculated from model ionospheric profiles 

optimized by ray-tracing techniques to match actual delays as observed in the oblique HF 

links. The calculated growth rate provides a close prediction of spread F development as 

seen in its correlation with the ground scintillation observations. With regard to natural 

processes, data from the Air Force Research Laboratory (AFRL) / the National 

Aeronautics and Space Administration (NASA) Communications/Navigations Outage 

Forecasting System (C/NOFS) satellite mission has been analyzed to investigate the 

characteristics of equatorial ionospheric irregularities from in situ observations. We 

present a comprehensive investigation on the variation of apex-altitude distribution of 

equatorial ionospheric irregularities with solar activity supported by modeling, simulation 

and comparisons with ground- and space-based in situ density observations. We also 

analyze Physics Based Model (PBMOD) ionospheric model results to determine if a 

physics-based model can reproduce the observed dependence of bubble height on solar 

activity. 
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CHAPTER 1   INTRODUCTION 

1.1       Introduction: 

This dissertation is aimed at studying irregularities in the equatorial ionosphere with the 

aid of the data from the Metal-Oxide Space Cloud (MOSC) experiment and the 

Communications/Navigation Outage Forecasting System (C/NOFS) mission. We analyze 

data from the Metal Oxide Space Cloud (MOSC) experiment conducted in May 2013 to 

study the interaction of artifical ionization with the background ionospheric plasma and 

its effects on the High-Frequency (HF) radio wave propagation. The C/NOFS mission 

data has been analyzed to understand the effects of the solar activity on the occurrence of 

the equatorial plasma irregularities in the background ionosphere. We also seek to 

investigate the apex-altitude distribution of the equatorial plasma irregularities as a 

function of the solar activity.  

The existence of an ionized region in the earth’s upper atmosphere was first speculated in 

1839 by Carl Gauss as he hypothesized the existence of electric currents in the 

atmosphere to explain the observed variations of the geomagnetic field at the surface of 

the earth [1]. In 1901, G. Marconi transmitted radio wave signals across the Atlantic and 

in 1902, A. E. Kennelly and O. Heaviside suggested the transmission could be possible 

due to the reflection of the waves by free electric charges in the upper atmosphere. It is 

O. Lodge who, in a letter [2] to the editors in the Nature journal, gave the first physical 

explanation of the existence of free electric charges in the upper atmosphere as due to the 

influence of ultra-violet solar radiation. The term ‘ionosphere’ itself was coined by 

Robert Watson-Watt in 1926 [3]. Since these early discoveries of the ionosphere, it has 
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been extensively explored as a wall-less natural plasma laboratory in scientific research 

leading to significant enhanced understanding of the complex physical processes 

involved in the ionosphere. The region has been an active area of research ever since the 

discovery of diffuse echoes from the F-region of the ionosphere by Booker and Wells [4] 

despite which many phenomena in the region continue to remain enigmatic and 

scientifically challenging. While the early phase of research mainly focused in the 

morphological description and statistical characterization of the phenomenon [5], the 

advance in diagnostics tools and analytical technology [6, 7, 8, 9, 10, 11] has led to newer 

insights in the complex physical processes undergoing in the region.  This has also 

opened newer avenues to investigate the science questions pertaining to the dynamics of 

the disturbances in the region. 

The equatorial ionosphere is a region of great interest as many spectacular and complex 

physical phenomena occur there. The region is characterized by large-scale instabilities in 

the post-sunset hours due to the distinct geometry of the earth’s magnetic field lines at the 

equator. The magnetic field lines are horizontal at the equator contributing to the high 

vertical drift velocity of the plasma bubbles growing from the bottomside of the 

ionospheric F-region. The phenomenon, commonly known as equatorial spread F, is an 

important problem in aeronomy as it can cause radio wave scintillation effects 

representing the most critical impacts of space weather on man-made technologies, such 

as satellite communications and global navigation satellite systems (GNSS).   
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Figure 1.1:  Illustration of radio wave reflection from the ionosphere. Marconi 

transmitted radio wave signal across the Atlantic in 1901 and the following year, 

it was suggested a conducting layer of electrons could have reflected the waves. 
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Overview of this work  

In this thesis, it is our hope to exploit the equatorial ionospheric natural plasma laboratory 

– to understand the interaction of artificial ionization with the background ionosphere in 

an artificial modification experiment and to investigate the characteristics of the naturally 

occurring irregularities in the background ionosphere using in-situ observations from 

satellite. While studying the interaction of the artificial ionization with the background 

ionosphere, we focus on understanding the high frequency propagation effects caused by 

an artificial plasma cloud created at the bottomside of the F-region. While studying the 

irregularities in the background ionosphere in the equatorial region, we seek to 

understand how solar activity influences the rise of the ionospheric irregularities at the 

magnetic equator. The study of both artificial ionization and natural irregularities has 

important practical implications. In the former, modifications to the HF wave propagation 

environment have a dramatic impact on HF communications over the horizon radar 

performance while the latter phenomenon can determine the limits of satellite 

communication and GNSS navigation accuracy at low latitudes. 

In chapter 2, we present an overview of the ionosphere. We discuss some of the basic 

topics in the ionospheric physics. We also briefly discuss artificial modification 

experiments. We then present the theoretical treatment of the radio wave propagation 

through an ionized layer of the upper atmosphere.  

In Chapter 3, we present the High Frequency propagation results from the Metal Oxide 

Space Cloud (Experiment). In the experiment, the Air Force Research Laboratory 

(AFRL) launched two sounding rockets in the Kwajalein Atoll, Marshall Islands in May 
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2013 with support from the National Aeronautics and Space Administration (NASA). We 

analyze data from ALTAIR incoherent scatter radar and high frequency (HF) radio links 

to understand the impacts of the artificial ionization on the radio wave propagation. We 

also present a brief theoretical overview of ray-tracing which has been applied to model 

the HF propagation through the ionosphere. We then present the modeling results done 

with the aid of the HF radio wave ray-tracing toolbox PHaRLAP along with ionospheric 

models.  

In Chapter 4, we present the calculation of the various parameters in the growth rate of 

the Rayleigh-Taylor Instability from thirteen days of High-Frequency (HF) radar data 

during the Metal-Oxide Space Cloud (MOSC) campaign.  We calculate the growth rate as 

well. The parameters and the growth rate are also calculated from model ionospheric 

profiles optimized to match time-delays in corresponding HF observations. We then 

make comparisons of the calculated growth rate with the ground based scintillation 

observations.  

In Chapter 5, we present an investigation on the apex-altitude distribution of equatorial 

plasma bubbles as a function of solar activity. We analyze data from the 

Communications/Navigations Outage Forecasting System (C/NOFS) satellite mission to 

understand the effects of the solar activity on the occurrence of the equatorial plasma 

irregularities. We also analyze results from the Physics Based Model (PBMOD) 

ionospheric model to determine if a physics-based model can reproduce the observed 

dependence of bubble height on solar flux.  
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 In the final Chapter 6, we review the important results of this dissertation work.  We 

present our conclusions and make suggestions for possible future work based on this 

dissertation. 
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CHAPTER 2   BACKGROUND 

In this chapter, we review the theoretical background of the topics relevant to this 

dissertation. We start with the introduction of the Ionosphere, its structure, formation, 

composition and the variance in its profiles. We then discuss about the artificial 

modification experiments which make the prelude to the Metal-Oxide Space Cloud 

(MOSC) experiment. We then briefly review the theory of radio wave propagation 

through the ionospheric layers.  

2.1 The Ionosphere 

The ionosphere can be defined as the region of the upper atmosphere which contains 

significant numbers of free electrons and ions to affect the propagation of radio waves. 

While the atmospheric structure can be organized based on the temperature profile, the 

ionosphere is instead better organized based on the plasma density profile (Fig. 2.1) [1].  

Since the ionosphere is within the neutral atmosphere, the neutral atmosphere plays an 

important role in the formation, dynamics, and energetics of the ionosphere [2], and 

therefore, it is essential to gain, at least, an introductory knowledge of the neutral 

atmosphere before seeking to delve deeper into the ionosphere. The temperature profile 

of the neutral atmosphere is primarily determined by the chemical composition of the 

atmosphere and radiation absorption coming from the sun. The temperature decreases 

with altitude in the lowest region of the atmosphere called as troposphere which contains 

80% of the total mass of the atmosphere.  It extends upto the tropopause (12-15 km) from 

the earth’s surface and is the region associated with atmospheric weather. The region is 

heated due to the radiation from the surface of the earth. As the radiation is emitted 
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radially, its intensity, and hence the temperature, decreases farther from the earth’s 

surface. The trend reverses at the tropopause - the boundary between the troposphere and 

the stratosphere. The rise in temperature is due to absorption of the ultraviolet portion of 

the solar radiation by the ozone layer contained in the stratosphere. The stratosphere 

extends upto 45-50 km.  Radiative cooling [3] again causes a decrease in temperature in 

the mesosphere which extends upto mesopause at 85-95 km. The mesopause, the upper 

boundary of the mesosphere, is the coldest region in the atmosphere with the temperature 

falling as low as 180 K. Above the mesopause is the region called as thermosphere in 

which the temperature first increases with altitude to values well above 1000 K and then 

remains constant with altitude. The temperature increase in the thermosphere is due to the 

absorption of the solar ultraviolet spectrum. The photo-dissociation of the molecular 

neutrals such as N2 and O2 produces atomic neutrals N and O in the thermosphere which 

causes the heavy molecular constituents dominate at low-altitudes and the atomic neutrals 

dominate at high altitudes of the atmosphere. Above 500 km, the atmosphere is called as 

exosphere where the neutrals behave like individual particles as collisions become 

unimportant due to low neutral densities. The lower boundary of the exosphere is called 

as exobase. The neutral densities in the exosphere become so low that the atmosphere can 

no longer be treated as a fluid. The exosphere is the transitional region between the 

Earth’s atmosphere and the interplanetary space. 

The neutral atmosphere, briefly described in the preceding paragraphs, is ionized to a 

maximum level of 1% primarily due to the solar radiation. The vertical-layering or 

stratification of the ionosphere is due to the combination of decreasing intensity of the 

solar radiation and increasing neutral density as one moves to lower altitudes into the 
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ionosphere (Fig. 2.2) which causes the competing effects of different ionization 

production and loss processes at different altitudes. Figure 2.2 shows the various bands in 

the electromagnetic spectrum of the solar radiation penetrating the various altitudes 

leading to the creation of different layers in the ionosphere. But as we see in Fig 2.1, the 

existence of these layers varies depending upon the presence or the absence of sunlight in 

day and night.  The plasma density of the ionospheric layers also varies according to the 

change in solar flux through a solar cycle as seen in Fig 2.1. The neutral approximation or 

quasi-neutrality which requires the number of ion density equal the number of electron 

density in any ionized gas is valid in the ionosphere. Hence, the electron density can be 

interchangeably called as the ion density or the plasma density.  The F-region is the layer 

with maximum plasma density. The region extends from 150 km to the upper boundary 

of the bottom-side ionosphere at ~500 km.  The ionization in the region is due to the 

extreme ultraviolet (UV, 10 - 100 nm) radiation ionizing atomic oxygen. The dominant 

ions in the region are O+ corresponding to the high concentration of atomic oxygen in the 

neutral gas. The O+ ions are also converted to NO+ by molecular nitrogen. Since the 

region has the maximum plasma density, it acts as the reflecting layer to the radio waves. 

Radio waves transmitted from the earth’s surface but not reflected by the F region escape 

into the space penetrating the region. The region is divided into two F1 and F2 layers 

during the day. The F1 layer disappears during the night because of recombination of the 

NO
+
 ions with the electrons whereas the F2 layer persists throughout the night since the 

small supply of N2 leads to slow conversion of  O
+
 to NO

+
 and hence only a small 

reduction in the number of electrons. The layer is simply called as F-region during the 

night. The F1 layer extends from 150 to 200 km whereas the F2 layer extends from 200 
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Figure 2.1:  Profile of atmospheric temperature (left). Profile of ionospheric 

plasma density during day and night with various layers of the ionosphere (right). 
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Figure 2.2: The intensity of the solar radiation and the 

chemical composition of the neutral density cause the 

stratification of laug5ayers in the ionosphere. 
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km to 500 km. Below the F-region, the altitude range 90 -150 km is called  as the E-

region. The ionization in the region is due to the soft X-ray (1-10 nm) and the extreme 

ultraviolent solar radiation (90-103 nm) ionizing the molecular oxygen (O2) and also the 

meteoric vapors which exist in the region. The electrons recombine with the molecular 

ions (O2
+
 and NO

+
) during the night.  But the layer persists throughout the night although 

with diminished plasma density due to the slower recombination and presence of metallic 

ions such as Na
+
 (Sodium) and Fe

+
 (Iron). Electrons recombine with the atomic ions (Na

+
 

or O
+
) very inefficiently. There can also be distinct region of enhanced electron densities 

called as sporadic-E region in the altitudes corresponding to E-region. As the name 

suggests, these regions are sporadic and can be caused by meteors, electrical storms, 

auroral activity and upper atmospheric winds. Below the E-region, the D-region exists in 

the altitude range of 60-90 km. The ionization in the D-region is due to the Lyman–α 

solar radiation ionizing the nitric oxide (NO) and also due to the solar X-rays (< 20nm) 

ionizing nitrogen (N2) and oxygen (O2) molecules. The molecular ions also react with 

water vapor to produce water cluster ions. The layer disappears at night as the production 

ceases and electrons undergo rapid recombination and attachment. 

The comparison of night-time and day-time profiles in Fig. 2.1 reveals that the plasma 

density near F-peak decreases less rapidly than the density at the lower altitudes. The ion 

and the neutral compositions in the atmosphere (Fig. 2.3) provide a clue to the reason for 

the difference which is the molecular ions dominating the lower altitudes have a much 

higher recombination rate than the atomic ions dominating the higher altitudes.  For 

example, 
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Figure 2.3: Ions and Neutral compositions in the atmosphere. The composition 

explains why the F-peak decreases less rapidly than the densities at lower altitudes. 
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                                                NO
+
 + e

-
  →   N + O 

and 

                                                 O
+
 + e

-
  →   O + hυ (photon) 

The former process in the above illustrations is called as dissociative recombination 

whereas the latter is called radiative recombination since photon-emission takes place to 

conserve energy and momentum in the process. The dissociative recombination reaction 

rate is nearly 1000 times higher than that of the radiative recombination which is why, 

after night when the ion production is reduced, rapid recombination quickly reduces the 

plasma concentration at lower altitudes whereas O
+
 ions at higher altitudes survives the 

night at concentrations between 10
4 

and 10
5
 cm

-3
.  

The ionosphere is thus a ‘battleground between the earth’s neutral atmosphere and the 

sun’s fully ionized atmosphere in which the earth is embedded’. [1] Towards its upper 

end, the ionosphere is coupled to the magnetosphere through more exotic phenomena 

Table 2.1: Ionospheric Constituents 
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such as the current inflow into the ionosphere and the plasma outflow from the 

ionosphere. We do not intend to treat these vast and important topics in this dissertation. 

2.2 Artificial Ionospheric Modification 

“ To explore the upper atmosphere man first used kites, then ballons, then aircraft.” 

                                                                                                                – Homer E. Newell 

In an NASA Sounding Rocket Historical Summary Report (1958 -1968), William R. 

Corliss [4] lists the disadvantages of sounding rockets in scientific campaigns as 

restricted time of observation, localized coverage, payload limitations and lack of 

glamour. But in the NASA Sounding Rockets Annual Report 2017 [5], Philip 

Eberspeaker states the Sounding Rockets Program’s ‘mobile capability, coupled with the 

unique ability to collect in-situ measurements at specific altitudes of interest, continues to 

make the program an important element of NASA’s research activities’.  Before 

enumerating the disadvantages,Corliss also mentions the advantages of sounding rockets 

as simplicity, informality, low cost, recoverability, geographic and temporal flexibility. 

With Eberspeaker’s statement, we observe that the advantages of sounding rockets have 

far outweighed their few disadvantanges and they continue to remain in the forefront of 

space research, more often than not, being the ‘only’ means to achieve certain scientific 

objectives. The idea that rockets could be used for upper atmosphere research was first 

proposed by Robert H. Goddard [6]. It is but scientific inquisitiveness to seek to go 

beyond the observation of nature and try to reproduce the observations in controlled 

environment. Termed as active experiment or controlled experiment or artificial 

ionospheric modification, the first chemical release into the high atmosphere from a 
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sounding rocket was done in 1955 [7]. It involved the release of sodium vapor from 

rocket-borne multiple cannisters igniting the vapor initated by internal timing 

mechanisms forming a sodium vapor cloud [8].  

James C. G. Walker [9] has  surveyed four techniques of active experimentation with 

Ionospheric Plasma. The four techniques are: i) the modification of ionospheric electron 

densities by the release of reactive gases or clouds of plasma, ii) using charged particles 

to modify ionospheric properties creating artificial auroras, and to investigate beam-

plasma interactions, iii) using Very Low Frequency (VLF) radiation to stimulate 

instabilities in the magnetospheric plasma that generate hydromagnetic emissions and 

cause particle precipitation, and iv) using ground based transmitters at High Frequency 

(HF) or higher frequencies to modify ionospheric propoerties and to generate instabilities 

in the ionospheric plasma. The fourth technique is commonly called as heating 

experiment and a number of HF heating facilities exist around the world.  The Metal 

Oxide Space Cloud (MOSC) experiment in which two sounding rockets were launched 

by Air Force Research Laboratory (AFRL) with support from the NASA Sounding 

Rocket Program is the first of the techniques described by Walker in his paper. The 

rockets were launched to artificially modify the ambient environment in the bottomside 

of F-region of the ionosphere for the purpose of tailoring the radio-wave propagation 

environment. Since the early days of ‘active experiments’ involving sounding rockets, 

numerous chemical release experiments have been conducted using suborbital rockets 

and orbital platforms. Caton et al.[10], in their paper,while providing an overview of the 

MOSC experiment list many of these experiments inolving the release of Barium in the 

upper atmosphere. While Barium is the most commonly released chemical, but sodium, 
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strontium, lithium,europium,calcium,and several others have also been used [11] to study 

global neutral winds, electric field strengths, auroral physics, critical ionization velocity, 

magnetosphere and magnetotail phenomena,cross-field skidding, cometary 

physics,ionospheric instabilities,magnetic field tracing and many other applications. 

There is an extensive literature in the field reviewing these works [12, 13, 14, 15]. 

Releases are normally done at the dusk time because the chemicals require solar photons 

or particle collisions for ionization. The effects of the ionospheric modification chemicals 

can be two ways: plasma enhancement or plasma depletion. Plasma enhancement 

chemicals add up to the pre-exisiting ions in the ambient enovironment whereas the 

plasma depletion chemicals deplete the pre-exisiting plasma density [16]. It is also 

desirable to seek to modify the ambient environment in the atmosphere after the sunset in 

complete absence of sunlight, for example, to understand phenomena which occur in the 

post-sunset hours. The solution is to use chemi-ionizing elements instead of the photo-

ionizing elements as has been mostly used in past active experiments. Lathanides are the 

strong candidates for the modification experiments requiring chemi-ionizing elements. 

Researchers at the U.S. Air Force Research Laboratory (AFRL) worked with the 

lanthanide series of metals to examine the materials with exothermic chemi-ionization 

reactions which chould potentially create long-lived artificially generated plasma clouds. 

                                               LM + O →  LMO
+
 + e

-   
; LM indicates a lathanide metal. 

Samarium among the lanthanides was chosen due to its achievable vaporization 

temperature when mixed with an intermetallic heat source.  Canister payloads packed 

with a titanium/boron mixture (TiB) and powdered samarium (Sm) consisting of a ~30% 

mixture of Sm by volume were developed to be used in the MOSC experiment. The 
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MOSC experiment would provide an opportunity for the first comprehensive diagnosis of 

an artificially plasma cloud generated by the release of Sm vapor in the ionosphere. The 

primary objective of the experiment was to examine the extent to which the radio 

frequency propagation environment can be tailored through artificial ionospheric 

modification. The second objective, somewhat more ambitious, was to potentially seek to 

suppress ionospheric irregularities caused by the Rayleigh-Taylor instability in the 

nighttime equatorial ionosphere. The site selection for the experiment was motivated by 

the low-latitude geometry and also the availability of a Scatter Radar facility - ALTAIR 

radar - in the region capable of tracking the artificial plasma clouds. 

The Advanced Research Projects Agency (ARPA) Long-Range Tracking and 

Instrumentation Radar (ALTAIR) was developed and built at Roi-Namur in the Reagan 

Test Site between 1968 and 1970  [17]. ALTAIR (Fig. 2.4) is highly-sensitive dual-

frequency radar designed specifically to study the physical interactions between a 

ballistic missile in flight and its natural environment [18]. It supports several operating 

modes, including tracking and signature collection at VHF and UHF. The target 

resolution in VHF is 37 meters and in UHF, it is 15 meters. Its antenna is 150 foot (45.7 

m) diameter paraboloid, which produce a beamwidth of 1.1
o 

 at UHF and 2.8
 o 

 at VHF. 

The antenna can rotate at an angular rate of 10 degrees/second. The ARPA itself was 

formed in early 1958 by the Department of Defense in reaction to the successive news 

from USSR of developing Inter-Continental Ballistic Missile (ICBM) and launch of 

Sputnik I, the first artificial satellite. The ARPA had broad jurisdiction of research and 

development of space projects and anti-missile systems [19, 20]. It was Gordon [21] who 

suggested that a powerful radar can detect the incoherent backscatter from the free 
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electrons in and above the earth’s ionosphere. Because the incoherent scatter radar (ISR) 

employs radar signal well above the maximum plasma frequency of the ionosphere, the 

problem of reflection only from the bottomside of the ionosphere encountered by the 

ionosondes are circumvented with ISR [1]. It gives us the full – topside which is the 

region above the F-region peak and bottomside which is the region below the F-region 

peak – profile of the ionosphere. We provide references for the theoretical treatment [22, 

23] of the incoherent scattering. When amplitude of fluctuations of plasma instabilities 

grows much greater than the thermal level in ionosphere, it can lead to coherent 

scattering of the incident waves from the radar. The fluctuations can contribute to the 

constructive interference amongst the scattered signals from the ionosphere and hence, a 

reception of strong signals by the radar is possible. ALTAIR is capable of performing 

both coherent and incoherent scatter observations of the ionosphere. We have used 

ALTAIR radar profiles in our MOSC related work in Chapter 3 to model the artificial 

plasma cloud and the background ionospheres the clouds evolved in.  

The high-frequency radars are the reflectometry instruments which have continued to 

remain the mainstay of ionospheric research since the days of discovery of diffuse echoes 

(spread F) by these instruments. We briefly recapitulate the  idea of radio refractive index 

of the ionosphere in the next section of this chapter which gives us the working principle 

of the HF radars, commonly called as, ionosondes. A longer discussion on the diagnostics 

involved in the MOSC experiment along with other aspects of the campaign is detailed in 

the paper by Caton et al. [10]. 
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Advanced Research Project 

Agency (ARPA) Long-range 

Tracking and Identification 

Radar (ALTAIR) 

 Dual Frequency:150 

MHz/422 MHz 

 Max Bandwidth: 7 MHz/18 

MHz                    

 Steerable  46 m dish 

 Beamwidth 1.1
o 
 UHF and 

2.8
 o 

 VHF 

 Peak Power 

    VHF: 6.0 MW 

    UHF: 6.4 MW 

 Pulse-repetition frequency 

300 Hz 

 Pulse Length                80 

µsec 

 Incoherent Scatter: Direct 

scatter from electrons in the 

ionosphere  

(10
-4

 m
2

; equivalent to a 

~dime!) 

 

Figure 2.4: The ARPA Long-range Tracking and Instrumentation Radar 

(ALTAIR) in the Marshall Islands and its operating characteristics 
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2.3 Radio Waves in the Ionosphere 

We seek to understand and model the effects caused by the artificial plasma cloud  on 

High Frequency (HF)  radio wave propagation evironment.  In Chapter 3, we present the 

results from the experiments and our modeling efforts for two launches of the sounding 

rockets on May 1
st
  and May  9

th
. In this section, we review the radio wave propagation 

theory through the ionosphere.  

Radio waves propagating through an ionosphere must satisfy two conditions [24]: (i) 

Maxwell’s equations relating electric and magnetic fields, and (ii)the constitutive 

relationships relating the response of the medium to wave fields. 

The maxwell’s equations in differential forms are: 

            ∇. ∈ 𝐸 =  𝜌 ;    ---   (1) 

                                     𝜌 is charge density , ∈ is dielectric permittivity , E is electric field. 

            ∇. 𝐵    =  0 ;      ---   (2) 

                                      B is magnetic field.    

         ∇  × H  = 𝐽 + �̇� ;  ---   (3) 

                  H is magnetic intensity,  J is electric current density, D is displacement field. 

         ∇  × E   = −�̇� ;   ---   (4) 

                     where the ‘dot’ on the the top of the letter represents time derivative. 
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The constitutive relations are : 

         D    = ∈ 𝐸 = ∈𝑜 𝐸 + 𝑃;   ---   (5) 

                       ∈𝑜 is the permittivity of free space, P is the volume Polarization. 

           𝐵  =  µ𝑜 𝐻 ;  ---   (6) 

                        µ𝑜 is permeability in free space. 

The equation (6) suggests the magnetic permeability for the ionospheric plasma is 

approximated to be of free space. 

With the polarization P, the charge density 𝜌  and the current J all being zero in a 

homogenous anisotropic medium in free space, ,the refractive index for an infinite 

transverse plane wave traveling in the x-direction can be calculated to be:   

             µ2    =  1 + 
𝑃𝑦

∈𝑜𝐸𝑦
 =  1 + 

𝑃𝑧

∈𝑜𝐸𝑧
 ;  ---   (7) 

We use this result to obtain the refractive index for plane waves in a homogeneous 

plasma consisting of electrons and positive ions in the presence of a uniform magnetic 

field Bo  , and of electron collision frequency υ.  The following properties are assumed: 

Wave :  

i. Simple harmonic progressive waves with small amplitude 

ii. Steady-state solution 

iii. Plane waves with fixed polarization 
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Medium :  

iv. Electrically neutral 

v. Charges distributed with statistical uniformity 

vi. Uniform external magnetic field 

vii. Electron collisions independent of electron energy 

viii. Thermal motions of the electrons neglected,i.e., Cold Plasma 

ix. Magnetic properties of free space  

Taking an equation of motion for a plane electromagnetic wave traveling in the x-

direction of an orthogonal system with the external magnetic field in x-y plane making an 

angle Ө with the direction of propagation of the wave, we obtain the famous Appleton 

formula which gives us the complex refractive index : 

𝑛2 = (µ − 𝑖 𝜒)2 =  1 − 
𝑋

1 −𝑖𝑍 − 
𝑌𝑇
2

2(1 −𝑋 −𝑖𝑍)
 ±[

𝑌𝑇
4

4(1 −𝑋 −𝑖𝑍)
2+𝑌𝐿

2]

1
2

     ---   (8) 

 where,    

                 𝑋 =
𝑁 𝑒2

∈𝑜𝑚𝜔2  
  , 𝑌𝐿 = 

𝑒 𝐵𝐿

𝑚𝜔
 ,   𝑌𝑇 = 

𝑒 𝐵𝑇

𝑚𝜔
 , 𝑍 =   

𝜐

𝜔
         

When collisions are negligible ( i.e. Z ≈ 0), 

 𝑛2 = µ2 =   1 − 
2𝑋 (1−𝑋)

2(1−𝑋) −𝑌𝑇
2  ±[𝑌𝑇

4+4(1−𝑋)2𝑌𝐿
2]

1
2

   ---   (9) 
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When the magnetic field is negligible ( i.e. Y << 1), 

𝑛2 = (µ −  𝑖 𝜒) 2 =   1 − 
𝑋

1−𝑖𝑍
   ---   (10) 

When both collision and magnetic field effects are negligible,  

𝑛2 = µ2 =   1 − 𝑋 = 1 − (
𝑓𝑁

𝑓
 )

2

 ---   (11) 

where  𝑓𝑁 =
𝜔𝑝

2𝜋
  =  √(

𝑁𝑒2

𝜖0𝑚
)  is the plasma frequency 

               𝑓𝑁 ≈ 9 √𝑁  ; N is in electrons per cubic meter ,  f  is in Hz. 

The equation (11) sets the working principle for the ionosonde. It shows vertical 

reflection occurs when the plasma frequency equals the wave frequency as the refractive 

index equals zero. The radio pulses from ionosondes are reflected at an altitude where the 

plasma frequency equals the radio wave frequency and the returned signals  also known 

as echoes are received by the receivers. The sounding can occur in both vertical 

propagation and oblique propagation. In case of vertical propagation, the transmitter and 

the receiver are collocated.  

To find the reflection conditions for vertical propagation in the presence of external 

magnetic field, setting µ = 0   in the equation (9) gives for the + sign            

                                                    𝑋 = 1     ---   (12)   

For the negative sign in the equation (9), 

                                               𝑋 = 1 − 𝑌     ---   (13a)   
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or,                                           𝑋 = 1 +  𝑌    ---   (13b)   

The wave with the +ve sign in equation (9) is called as the ordinary wave and the waves 

with the –ve sign in  equation (9) are called as extraordinary waves. There is more 

discussion on these waves in the reference [24] and  the references therein. 
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CHAPTER 3 METAL OXIDE SPACE CLOUD (MOSC) 

EXPERIMENT: HF PROPAGATION RESULTS 

3.1 Introduction 

Since the 1950s after the availability of rockets for research purposes, experiments have 

been conducted to inject various materials into the atmosphere for the purpose of creating 

perturbations to the ambient medium [1, 2, 3, 4, 5, 6]. Such ionospheric modification 

experiments in the form of chemical releases have been used for various goals such as to 

measure neutral wind directions and shears, to detect plasma drift velocities and electric 

fields, to exploit the ionosphere as a plasma laboratory without walls, to modify the 

plasma density in the ionosphere to trigger larger scale phenomena, and many other uses 

[7, 8, 9]. The Air Force Research Laboratory (AFRL) launched two sounding rockets in 

the Kwajalein Atoll, Marshall Islands, in May 2013 known as the Metal Oxide Space 

Cloud (MOSC) experiment. The sounding rockets, each carrying a payload of two 2.5 kg 

canisters of powdered samarium metal in a thermite mixture, released samarium metal 

vapor at dusk at 170 and 180 km altitude, respectively. A fraction of the samarium metal 

vapor ionized in the ambient environment, creating an additional layer of plasma. The 

objectives of the experiments were to understand the dynamics, evolution, and chemistry 

of Sm atoms in the Earth's upper atmosphere; to understand the interactions of artificial 

ionization and the background plasma; and to measure the effects on high‐frequency (HF) 

radio wave propagation. A host of diagnostic instruments were used to probe and 

characterize the cloud including the Advanced Research Project Agency Long‐range 

Tracking and Identification Radar (ALTAIR) incoherent scatter radar, multiple GPS, and 
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optical instruments, satellite radio beacons, and a dedicated network of high‐frequency 

(HF) radio links [10]. In this chapter, we report the results from the HF sounder 

observations and modeling those results with the ALTAIR radar data using the HF radio 

wave ray‐tracing MATLAB toolbox PHaRLAP [17]. The modeling results enable us to 

understand the changes caused by the samarium plasma cloud in the HF propagation 

environment and thus validate the extent to which we can model HF propagation for 

other specified plasma perturbations. We have developed a new technique to model an 

anomalous background ionosphere by assimilating oblique ionosonde data specifically to 

match observed HF signal delays. The approach may have numerous applications for 

ionospheric specification for HF propagation. The angle of arrival (AoA) measurements 

would have been very helpful to validate the ray-tracing calculations which could also 

have been assimilated to optimize the ionospheric model. Since we did not have the AoA 

measurements from the experiment, we recommend these measurements to be made in 

future studies which would help in refining the ionospheric model and its predictive 

capabilities.  

In Figure 3.1, the site locations corresponding to the HF links and the ALTAIR 

incoherent scatter radar are shown. In this work, we focus on the signals received at 

Wotho from transmitters at Rongelap and Likiep. The Rongelap-Wotho link geometry is 

predominantly N-S and the release region is far from the great-circle path, whereas the 

Likiep-Wotho path is nearly magnetic E-W and the release point lies close to the mid-

point of the link. Geographic coordinates for the sites may be found in Table 3.1. The 

first
 
sounding rocket launch occurred on 1 May 2013 at 07:38 UT and the samarium 

metal vapor release occurred at 07:40:40 UT. The second sounding rocket launch  
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Figure 3.1:  Site Locations in Marshall Islands.  Tx = Transmitter, Rx = Receiver. 

The MOSC release point is at the mid-point between Likiep-Wotho. 
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occurred on 9 May 2013 at 07:23 UT and the release occurred at 07:25:40 UT. In both 

releases, approximately 10% of the samarium metal in the canisters ionized. 

                  Table 3.1: Geographic Site Co-ordinates in Marshall Islands 

Site Latitude (°N) Longitude (°E) 

Rongelap   11.1523   166.8378 

Likiep    9.8262   169.30673 

Wotho   10.17404   166.0046 

ALTAIR    9.3954   167.4793 

 

3.2 OBSERVATIONS 

 The Advanced Research Project Agency Long‐range Tracking and Identification Radar 

(ALTAIR) at Kwajalein Atoll was used to monitor the ionospheric state and track the 

evolution of the metal oxide space cloud. Range‐time‐intensity displays of each release 

event are shown in Figure 3.2. The data gap during the first release shown in Figure 3.2 

(a) was an intentional data management action to avoid a data file size limitation.  
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Figure 3.2: First release: (top) the ALTAIR radar range‐time‐intensity (RTI) plot shows 

a rapidly rising F‐layer of the ionosphere (disturbed condition). (b) Second release: 

(bottom) the RTI plot shows a quiescent ionosphere typical of the equatorial region just 

prior to the onset of the prereversal enhancement period. 
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Recording was turned off for a period of about 2 min and turned back on approximately 

30 s prior to the samarium release. Improved prelaunch file management on the night of 9 

May precluded the need to limit data sampling during the second rocket flight as shown 

in Figure 3.2 (b). 

The ionograms (Figures 3.3 and 3.4 ) from the oblique sounder data for the releases on 1 

and 9 May 2013 show the evolution of the ionosphere before and after the release of the 

samarium metal vapor in the ambient environment. An ionogram is a graph of time-of-

flight, commonly called time-delay, against transmitted frequency. Both Likiep and 

Rongelap used broadband folded dipole transmit antennas approximately 12 m long 

connected to 100 W power amplifiers to transmit swept frequency waveforms from 2–

30 MHz every 5 min at the rate of 100 KHz/s. The timing for both transmitters and 

receivers was synchronized by GPS‐disciplined clocks. The ionograms shown in the 

figures were recorded at Wotho using a simple 1 m diameter loop antenna. Plots show 

data from only 2–14 MHz since no signatures were observed at higher frequencies. The 

titles include the start time of the frequency sweep (2 MHz); end time at 14 MHz is 120 s 

later. In prerelease sweeps on 1 May, E‐layer traces are also seen in the ionograms in 

addition to the ground wave and F region traces, whereas the E‐layer trace is not seen on 

9 May, suggesting that the E region is not present during the second release. The E‐layer 

echoes present on 1 May are due to sporadic E [11], as the traces extend to 10 MHz or so, 

well beyond the peak plasma frequency expected in the E region at this local time 

(approximately 18:20 LT). The F region traces are further seen to be split into two 

characteristic components: ordinary and extraordinary waves. The effects of the artificial 

plasma cloud are clearly seen in the post release sweeps along both Rongelap‐Wotho and 
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Likiep‐Wotho paths. Two additional traces, denoted as the “MOSC” layer and the 

secondary F region echo, are evident, suggesting significant change in the propagation 

environment of the HF radio waves due to the metal oxide plasma cloud. SmO+ layer 

density (approximately 10 MHz at early times) is similar in both cases and observed 

initially on all links. The density of the artificial cloud is observed to fall rapidly over 

time scales of a few minutes, and the signatures disappear completely within about 

15 min. The difference between the secondary F region echo and F region trace is smaller 

along the Likiep‐Wotho path compared to the Rongelap‐Wotho path, the reason of which 

is explained in section 4.2. A more detailed description of the cloud's evolution can be 

found in Pedersen et al. [12]; here we focus on modeling the HF propagation observed 

during the first few minutes after the release. The SmO+ plasma also triggered significant 

modification of HF propagation in the F region.  
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Figure 3.3:  First Release: Sounder Observations of the ionosphere before and after 

the release of the samarium metal vapor along Rongelap-Wotho path (left column, 

panels a, c, e) and along Likiep-Wotho path (right column panels b, d, f). 
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Figure 3.4: Second Release: Sounder Observations of the ionosphere before and 

after the release of the samarium metal vapor along Rongelap-Wotho path (left 

column, panels a, c, e) and along Likiep-Wotho path (right column, panels b, d, f). 
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In the first post release frequency sweep initiated less than 40 s after the release on 1 

May, the Likiep‐Wotho path has an MOSC signature only in the high end of the 

frequency sweep above f = 8 MHz (Figure 3.3d), yet the Rongelap link shows a robust 

signature beginning at less than 4 MHz (Figure 3.3c). The subsequent sweep 5 min later 

shows a solid MOSC trace at lower frequencies only on both paths (Figures 3.3e 

and 3.3f). Moreover, MOSC signature is present across most of the frequency bands on 

both links in the second release during all phases of the observations (Figures 3.4c –3.4f). 

Potential reasons for the lack of signals on the Likiep‐Wotho path in the lower portion of 

the HF frequency band during the first release will be discussed later in this chapter. 

3.3 MODELING:  

Since Haselgrove [13] set down the differential equations governing ray paths in an 

anisotropic medium for numerical integration techniques, the equations have been used 

extensively [14, 15, 16] to study the propagation of HF energy through the ionosphere. In 

our work to model the HF sounder observations, we have used PHaRLAP, a HF radio 

wave ray tracing MATLAB toolbox developed by Dr. Manuel Cervera, that contains a 

variety of ray tracing engines of various sophistications from 2‐D ray tracing to full 3‐D 

magnetoionic ray tracing [17].  

Modeling the sounder observations involved insertion of a three‐dimensional plasma 

cloud representing the MOSC into a background ionosphere and then using full 3‐D 

magnetoionic ray‐tracing to understand the various propagation modes induced by 

introduction of Sm+ ions in the ambient plasma. Prior to the first release on 1 May the 

ionosphere was rising rapidly (vz ≥ 50 m/s), potentially responding to a minor magnetic 
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perturbation (Dst ~ −50), and spread F - in which the equatorial region ionosphere is 

reshaped after sunset due to hydrodynamic instabilities - formed within minutes after the 

release as observed in the sounder data and ALTAIR radar scan. For the second release, 

the ionosphere was quiescent as seen in the sounder observations and the radar scan. 

Hence, we present the modeling efforts for the background ionosphere and samarium 

cloud for the second release in section 3.1 before those for the first release (section 3.2). 

At early times immediately after the release, the cloud appeared to be symmetric optically 

and the ALTAIR radar scan also showed a symmetric density profile [Caton et al., 2017]. 

Before‐ and after‐release density profiles along with the symmetric 3‐D representation for 

the samarium plasma cloud derived from ALTAIR are shown in Figure 3.5 where a 

prerelease electron density profile (Figure 3.5 (a)) and a post release profile (Figure 3.5 

(b)) clearly show the contribution of the samarium plasma. The dual peaks seen in the 

post-release profile (Figure 3.5 (b)) correspond to the cloud (lower peak) and the rocket 

(upper peak) as detected by the ALTAIR radar scan. A model cloud based on these 

observations was inserted into the background ionosphere for ray‐tracing. A graphical 

representation of the digitized cloud is shown in Figure 3.5 (c), while a false‐color image 

of the cloud itself is shown in Figure 3.5 (d). The image was acquired with the AFRL 

bare CCD camera through a 630 nm filter approximately 4 min after release. The cloud 

still appears spherical at this time which corresponds to the end of the first post-release 

HF frequency scans presented in Figure 3.4. 
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Figure 3.5: a) The ALTAIR radar profile before the release of the samarium metal 

vapor b) The radar profile approximately 30 seconds post-release c) The two 

dimensional view of the model cloud through its center is shown . The central pixel 

corresponds to fpe = 7.44 MHz. d) An optical image of the cloud. 
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An ionospheric model was used for the background because we did not have adequate 

knowledge of the ionosphere across the whole region of interest. The approach was to 

constrain the background model with calibrated ALTAIR radar observations at a specific 

location and then use the model to represent the ionosphere across a region that extended 

approximately 200 km north and ± 200 km E-W from the point of the radar observations. 

We used the Parametrized Ionospheric Model (PIM) [18] and the International Reference 

Ionosphere (IRI-2012) [19] as the background model ionospheres for ray-tracing. The 

reason for using two models rather than just one will be made clear shortly. 

The International Reference Ionosphere (IRI) is an empirical model ionosphere 

developed as a joint project of the Committee on Space Research (COSPAR) and the 

International Union of Radio Science (URSI). For a given location, time, and date, IRI 

provides the median monthly values of electron density, the electron temperature, and ion 

composition in the altitude range 50 km to 2000 km. The major data sources for the IRI 

model are the worldwide network of ionosondes, the powerful incoherent scatter radars, 

(Jicamarca, Arecibo, Millstone Hill, Malvern, St. Santin), the International Satellites for 

Ionospheric Studies (ISIS) and Alouette topside sounders, and in situ instruments on 

several satellites and rockets.  

The Parameterized Ionospheric Model (PIM) is a global ionospheric and plasmaspheric 

model based on combined output from the Global Theoretical Ionospheric Model 

(GTIM) model for low and middle latitudes. PIM produces electron density profiles 

between 90 and 2500 km altitude, in addition to other profile parameters such as 

corresponding critical frequencies and heights for the ionospheric E and F2 regions, and 

Total Electron Content (TEC). 
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3.3.1 Ionospheric Model for Samarium Release on 9 May 

For the second release in which the background ionosphere exhibited typical 

characteristics, good agreement between the PIM model and the ALTAIR radar 

observations were obtained by making a small change in the F10.7 flux input to the 

model. The objective was to obtain a good fit primarily in the bottomside to insure 

accurate HF propagation modeling.  

3.3.2 Ionospheric Model for Samarium Release on 1 May 

For the first release which had a disturbed and rapidly rising ionosphere, no standard 

model could be fitted to match the background ionosphere. We tried to minimize the 

difference between the model ionospheric profile and ATLAIR radar profile at the MOSC 

release location by an optimization technique known as the Nelder-Mead Downhill 

Simplex method [20, 21]. We used the native “fminsearch” function in MATLAB to 

optimize the difference between the ALTAIR radar ionospheric profile and the model 

profile (Fig 3.7a). Since PIM didn’t have enough accessible degrees of freedom, this 

optimization technique gave good results only with the IRI model. An altitude-dependent 

scale vector was obtained by dividing the optimized IRI profile by the initial IRI profile 

and this was subsequently used to scale the entire IRI 3D grid. However, when the 

optimized results were used on the Rongelap-Wotho path (~150 km NW of ALTAIR 

scan), the modeled delay did not match observations with sufficient accuracy, 

presumably because the disturbed ionosphere gradients were not well represented by the 

scaled model output. After experimenting with a number of approaches we succeeded in 

modeling the background ionosphere along the raypath by applying frequency-specific 
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Figure 3.6: PIM and ALTAIR radar electron density (Ne) profiles displayed as 

equivalent plasma frequency ( , in MKS units). The PIM bottomside fits well 

with the observed ATLAIR profile. The disparity below about 125 km corresponds 

to a very low density/frequency (<10
3
 cm

−3
/1 MHz) that will not have an appreciable 

effect on radio waves propagating above about 2 MHz. 



46 
 

 

 

 

 

 

 

 

 

Figure 3.7: a) The Nelder-Mead Downhill Simplex method applied to optimize IRI in the 

vicinity of ALTAIR radar data b) A second frequency dependent optimization procedure 

was applied to assimilate the sounder data along the R-W path. 
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multipliers to the altitude-dependent scale vector; results are shown in Figure 3.7b. The 

variations in the multipliers were not large, but they facilitated a good fit between the 

modeled and observed profiles. The multipliers were determined by adjusting the 

ionosphere using ray tracing to minimize the difference between the observed and 

modeled signal delays. The primary objective is not to develop a good model of the 

ionosphere, but rather, to optimize our ability to model the HF propagation environment. 

The priority is for the primary F region modes to match the observations with high 

fidelity, so when the samarium cloud is introduced one can have high confidence in the 

propagation model results. 

3.4 HF Propagation Modeling Results and Discussion 

Ray-tracing was performed for both the releases after inserting the 3-D plasma cloud into 

the background ionosphere. It confirmed and explained the changes in propagation modes 

of the HF radio waves due to the artificial plasma cloud. 

3.4.1 Rongelap-Wotho Path 

As shown in Figure 3.8a, the Rongelap-Wotho path is nearly N-S and the release point is 

well off the great circle path connecting the two atolls. Up to three paths for the received 

HF energy have been identified. Rays reflected directly from the transmitter off the cloud 

account for the low altitude MOSC layer. Meanwhile the secondary F-region traces may 

be formed in two ways. One path consists of refraction first from the F-layer to the 

MOSC cloud and subsequent refraction to the receiver site (high elevation). The other 

path is defined by waves that travel first to the samarium cloud, refract to the F-region 

and are then refracted to the receiver (low elevation). Figure 3.8b shows a graphical 
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representation of the various propagation modes identified to model the time delays 

shown in Figure 3.8c. The match between the observations and the model results suggest 

that both the high and low elevation angle paths contributed to the observed F-region 

secondary layers. From the geometry all the observed signatures confirm that the cloud 

scattered and/or refracted HF energy well off the great circle path. Rays were traced for a 

number of selected frequencies. Ray-tracing gave excellent results which agree with the 

sounder observations (Fig. 3.8c and 3.8d). For the first release (Fig. 3.8d), the additional 

MOSC and F-region secondary layers are also modeled to be close to the observed layers 

validating the modeling approach and the technique developed to build a disturbed 

background ionosphere.  

For both the releases, the sounder observations show greater frequency extent for both the 

MOSC samarium layer and the F-region secondary layer than the model results. Reasons 

for the discrepancy include inadequate spatial resolution of the MOSC plasma cloud in 

the model and a low estimate of the peak plasma density in the cloud obtained from the 

radar observations. The high density center of the cloud is contained within just a few 

cubic kilometers which represents a very small target for ray tracing calculations, 

particularly for accurately homing rays from a transmitter to a receiver. Moreover, the 

high density center of the cloud is also challenging to resolve in both space and time with 

the ALTAIR radar. The observations presented in Figure 3.5b are the true cloud density 

convolved spatially with the radar beam width and pulse resolution and the time period 

over which the measurements were integrated. The measurements provide a good 

estimate of the average parameters of the cloud over a 60-second window, but they do not 

represent an exquisite characterization of the plasma cloud at the sub-kilometer resolution 
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Figure 3.8: a) Rongelap-Wotho geometry; b) Various Propagation modes for 6 MHz in 

Second Release; Excellent agreement between model and observations c) second 

release and d) first release 
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needed to describe the structure in full detail. This does not present a critical problem, 

however, because the primary objectives to identify and characterize the new propagation 

modes introduced by the cloud can be achieved without an extremely high fidelity 

representation of the electron density in the cloud. The radar‐derived spatial and plasma 

parameters are sufficient for this purpose. 

3.4.2 Likiep-Wotho Path 

Similar analysis was performed along the Likiep-Wotho path, shown in Figure 3.9a. This 

path was selected because the samarium release point lies nearly at the mid-point of the 

great circle path between the transmitter (Likiep) and the receiver (Wotho). The same 

modes to/from the cloud and the F-region were observed in this geometry, but the 

differences in delay between the normal F-layer path and the delayed paths (F-region to 

cloud; cloud to F-region) were significantly smaller than for the Rongelap-Wotho 

geometry as expected due to the co-planar geometry (see Fig 3.9b). Rays traced for 

various frequencies reproduced the additional MOSC and F-region secondary layers close 

to the observations for both releases (Fig. 3.9). As mentioned previously, one significant 

feature of the observations that remains to be explained is the absence of lower frequency 

signals (below ~ 8 MHz) refracted directly from the samarium cloud to the receiver on 

the Likiep-Wotho path within the first few minutes post-release on 1 May 2013.  
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Figure 3.9: a) Likiep -Wotho geometry; b) Various Propagation modes for 6 MHz in 

Second Release; Close agreement between model and observations c) second release and 

d) first release 
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The lack of lower frequency signals on the nearly great circle path is noteworthy because 

relatively strong lower frequency signals are observed on the distinctly non great circle 

Rongelap‐Wotho link at the same time. Moreover, lower frequency signals are present on 

both links throughout the observing period during the second release on 9 May. One 

possible explanation is enhanced absorption during the early scan period on the Likiep‐

Wotho path. This absorption is frequency‐dependent and would normally be associated 

with an enhanced E‐ or D region not expected to be present at the time of the 

observations (18:47 SLT). A comparison of the relative intensities of the F region traces 

at frequencies below 8 MHz clearly shows that there is little to no difference between the 

first and second post release scans on 1 May or the scans from the second release on 9 

May. Absorption does not appear to be a viable mechanism for the observed absence of 

power. 

The primary geophysical difference between the 1 May and the 9 May releases was the 

presence of sporadic E (Es) on the night of the first release. A reasonably strong Es layer 

is visible on the Rongelap‐Wotho link (Figures 3.3a, 3.3c, and 3.3e) extending to about 

10 MHz frequency. A faint Es trace may be observed during the same time on the Likiep‐

Wotho path. On neither path does the layer appear to be blanketing in terms of masking 

the F region returns or the return from the samarium cloud on the Rongelap path. But that 

does not preclude the possibility that the path to the samarium cloud from Likiep, which 

is significantly different than the direct paths to both the F and E regions, may have been 

partially or wholly obscured by local sporadic E at the lower frequencies consistent with 

the lack of power observed below 6 MHz on the night of 1 May. 
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The severity of the effect may have been exacerbated by the reduced received power at 

low frequencies on the Likiep‐Wotho path relative to the Rongelap‐Wotho path. HF 

transmissions at Likiep were weaker overall than those from Rongelap and considerably 

weaker at frequencies below 8 MHz. In fact, between 2 and 6 MHz the observed average 

signal strengths at Wotho were more than 20 dB below the corresponding signals from 

Rongelap, as shown in Figure 3.10. The curve in the figure shows the ratio of power from 

Likiep/Rongelap as a function of frequency and was derived from averaging 10 scans 

during different quiet periods characterized by an absence of spread F and low E region 

density. A straight line fit to the data is also plotted to demonstrate the trend of the 

frequency dependence. Differences in path length between the two sites account for some 

of the observed SNR differences, approximately 6 and 2.5 dB for E and F region paths, 

respectively. A more significant contribution to the disparity may result from the transmit 

antenna installations at the two sites. The antenna at Rongelap was mounted on a tower 

some 18 m above ground, while the Likiep antenna was suspended from trees at a height 

of just 4 m. Although we do not have sufficient details to calculate the exact differences 

in gain at the two sites, it is well known that the impedance of a dipole antenna changes 

dramatically as the installation height decreases below one‐fourth wavelength (see, 

e.g., ARRL Antenna Handbook [22]); the resulting impedance mismatch greatly reduces 

the radiation efficiency of the antenna. The 18 m height of the antenna at Rongelap 

corresponds to one‐fourth wavelength at about 4.2 MHz; the 4 m high antenna at Likiep 

would transmit much less efficiently at this frequency, though the relative response 

would be expected to improve rapidly as the frequency increases, as has been observed. 

Similarly, one would expect the masking efficiency of Es to decrease as the transmitted 
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frequency increases. Thus, we believe that a combination of factors including path length, 

antenna efficiency, and Es masking effectiveness was responsible for the absence of 

lower frequency signals scattered by the samarium cloud from Likiep on the evening of 1 

May. Of course, differences in the path lengths and antenna efficiencies were common to 

all the observations, while sporadic E was present only during the first release. However, 

the reduced signal strengths imposed by the common propagation factors from Likiep 

mean that relatively modest Es masking is needed to explain the observations. 

A high density plasma sphere placed in a low density plasma background behaves as a 

divergent lens for radio waves; the signals will always be refracted away from the center. 

The top panel of Figure 3.11 shows just 2-d view of such a simulated cylinder while the 

bottom panel displays the relative signal strength for an 8-MHz plane wave traveling 

from left to right in the Figure. The propagation results, derived from a wave-optics 

calculation, show clearly how the power diverges as the wave propagates through the 

sphere. In this scenario it is plausible that the power from waves below 8-MHz was 

refracted off-axis passing through the samarium cloud and was not received along the 

great circle path at Wotho; signals at higher frequencies would suffer less refraction and 

could thus reach Wotho. Meanwhile the same plasma cloud could refract (or scatter) 

energy through acute angles such that signals from Rongelap were observed far off the 

great circle path, consistent with the actual observations. A detailed analysis of the cloud 

and geometry for the MOSC releases was performed. The results show that the region 

where refractive effects would be most effective in creating a signal void lies beyond 

Wotho. Indeed, the ray tracing results shown in Figure 3.9d specifically predict a  
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Figure 3.10: HF power received at Wotho from Likiep relative to Rongelap as a 

function of signal frequency (Likiep/Rongelap). The straight line shows a linear 

fit of the data. The received power from Rongelap was considerably higher at low 

frequencies. 
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Figure 3.11: (top) Background environment and plasma distribution for a 

cylindrical artificial cloud. (bottom) Wave‐optical calculation for 8 MHz radio 

wave propagation through the artificial cloud. 
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signature at the lower frequencies where none is observed. Nevertheless, divergent effects 

of the artificial plasma cloud remain the most probable cause for the signal drop-out from 

Likiep to Wotho (Fig 3.3d). Signals at the lower frequencies appeared in the subsequent 

scan five minutes later (Fig 3.3f), presumably as the cloud evolved and decayed. 

Although it is treated as a sphere in our model, the actual shape and density distribution 

of the cloud determine the detailed HF propagation effects. Some elongation along the 

magnetic field is expected, even at early times, and the true shape undoubtedly differs 

from our simple model. Interestingly the divergent effects of the cloud would be expected 

to persist much longer than the effects visible on the oblique ionograms shown in Figures 

3.3 and 3.4. The divergence effect requires only small refraction angles along the 

direction of propagation, while large refraction angles are required to generate traces 

directly from the artificial plasma cloud.  

CONCLUSIONS 

The results presented here account for the features of the modified HF propagation 

environment observed at early times during the MOSC samarium release experiments. 

We have shown that ray tracing techniques may be used to model the disturbances caused 

by artificial ionospheric modification. The samarium plasma clouds created at least three 

additional HF propagation paths in the ionosphere. One path is directly from the 

transmitter to the cloud to the receiver, while two others involve propagation between the 

F-region and the cloud; in one case interacting with the cloud first, refracting off the F-

region to the receiver, and in the other reflecting from the F-region first and then reaching 

the receiver antenna by refraction from the cloud. These effects were observed both on a  
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great circle path and a markedly non-great circle path where the refraction angle exceeds 

90°. Additionally, a drop-out in the lower portion of the HF band was observed on the 

great circle path between Likiep and Wotho minutes after the first release. While we were 

not able to simulate this effect using a simple spherical cloud model, the rejection of 

other explanations such as absorption and reduced SNR, suggests that the divergent 

properties of a dense plasma “sphere” provide the most plausible reason for the drop-out.  

For modeling the background plasma, when constrained by ALTAIR radar electron 

density profiles, the Parameterized Ionospheric Model (PIM) provided an excellent 

representation of the low latitude ionosphere during quiet conditions. Not surprisingly, 

neither PIM nor IRI were able to accurately specify local gradients during a modest 

magnetic disturbance. However, IRI’s flexibility and convenient access to parameters 

within the model supported the use of a minimization technique to optimize the 

difference between the IRI model and observed time delays for constructing a valid 

regional ionosphere. Ray tracing confirms the sounder observations to a high degree of 

fidelity. Changes in the natural propagation environment can thus be successfully 

modeled, and the effects from arbitrary artificial plasma environments can be predicted 

with accuracy [23].  
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CHAPTER 4   INVESTIGATION OF THE GENERALIZED RAYLEIGH 

TAYLOR INSTABILITY (GRTI) GROWTH RATE FACTORS OF 

EQUATORIAL IONOSPHERIC IRREGEULARITIES USING OBLIQUE HF 

LINKS 

 4.1   Introduction 

In this chapter, we seek to calculate the various parameters influencing the growth rate of 

the Generalized Rayleigh Taylor Instability (GRTI) in the equatorial ionosphere from 

oblique High Frequency (HF) data and from model ionospheric profiles optimized by 

ray-tracing techniques to match actual delays as observed in HF data. The goal is to 

calculate the growth rate of the RTI to predict the diurnal variability of the spread F 

occurrence using simple HF link data. In the chapter following this, we seek to 

characterize the spatial distribution of the equatorial ionospheric irregularities and also 

try to understand the dependence of equatorial plasma bubble altitude at magnetic equator 

on solar activity by analyzing an elliptical satellite in-situ observations spanning half a 

solar cycle (2008-2014). The physics based ionospheric models lack the real-time 

knowledge of the ionospheric state to drive them to predict the occurrence of spread F. 

Hence, data from oblique HF links are used in this chapter to calculate the GRTI growth 

rate to compare with scintillation activity observed by ground-based receivers. The 

scintillation is the random fluctuation in phase and amplitude of the signals which can 

occur when the radio waves traverse through the plasma irregularities in ionosphere. 

The MOSC campaign provided several days of HF data which we seek to analyze to 

understand the factors influencing the growth rate of generalized Rayleigh Taylor 
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Instability (GRTI). The irregularities in the ionosphere were first identified in ionograms 

by Booker and Wells [1] in which they reproduced records showing diffuse echoes from 

the F-region of the ionosphere continuously at night in equatorial regions over a wide 

range of wave-frequency. The irregularities, commonly called as equatorial spread F 

(ESF) owing to the spread nature of the traces in the ionogram, have since been studied 

extensively using host of diagnostic instruments including ionosondes, Very High 

Frequency (VHF) radars, airglow observations, VHF and Global Positioning System 

(GPS) scintillations, in situ rockets and satellite measurements, GPS-TEC map, etc. The 

total electron content (TEC) is the total number of electrons along a path between a radio 

transmitter and receiver which is generally measured in electrons per square meter. It was 

Dungey [2] who first proposed the idea that Rayleigh-Taylor instability could initiate ESF 

on the bottomside of the F region. Following Dungey’s paper, several other works [3, 4, 

5] have invoked Rayleigh-Taylor instability to explain the ESF. The in-situ rocket, 

satellite and radar observations [6, 7, 8, 9] also interpreted the structures in the plasma 

density as Rayleigh-Taylor instabilities. These early theoretical and observational works 

led the basis for accepting RT instability as the main mechanism for the creation of ESF 

[10].  Although the full-fledged plasma instability in the ionosphere occurs in non-linear 

state, the linear theory is valuable in understanding the onset and the basic physical 

mechanism of the instability [11]. The growth rates of the Rayleigh Taylor instability 

obtained from the linear treatment of the problem can also be useful to forecast/identify 

the possible regions of the equatorial ionosphere where plasma instabilities and radio-

wave scintillation may occur. The non-linear evolution of the generalized Rayleigh 

Taylor (RT) instability in which the bottomside low-density plasma drifts upward into  
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Figure 4.1: Illustration showing the initiation and development of 

plasma bubbles in equatorial ionosphere. The dense plasma is 

initially stacked on top of light plasma. 
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the high-density plasma much like the rise of air bubbles in a liquid [12] as shown in 

Figure 4.1 [13]. 

In section two of this chapter, we present the theoretical foundation of ionospheric 

plasma physics leading to the derivation of the growth rate expression and discuss the 

roles of various factors in the formula. In section three, we present oblique HF data from 

two nights representing cases of ‘disturbed’ and ‘quiet’ nights. We also apply numerical 

ray-tracing through a 2-D plane of model ionosphere to optimize the ionospheric profiles 

to match the observed oblique ionosonde delays of the respective nights. In section four, 

we present results from the VHF radar reporting scintillation activity for the chosen two 

nights. We also show the results for the various parameters of the growth rate calculated 

from the frequency-specific F-region delays and optimized ionospheric profiles. In 

section five, we present similar calculations made for thirteen nights during the 

campaign. We compare the growth rate values with the total hourly mean S4 (THMS4) 

index calculated from the VHF data. We describe the quantity THMS4 in detail in the 

corresponding section. In the final section, we discuss our conclusions and future work. 

4.2   Review of Generalized Rayleigh Taylor Growth Rate 

We deduce the growth rate for the Rayleigh-Taylor instability in the ionospheric F-

region. Owing to the complexity involved, we exclude the independent heat equations 

and hence the thermal analysis [13]. The following set of dynamic and electrodynamic 

equations are applicable in description of the plasma fluid in the ionosphere: 

𝜕nα

𝜕t
+ ∇. (nα Vα)  =  P − υRnα        − − − (1) 
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−Te∇ne − 𝑒ne (−∇ϕ + 
Ve x Bo

c
) = 0  − − − (2) 

mini  (
∂ 

∂t
+ Vi. ∇ ) Vi

= −Ti∇ni − 𝑒ni (−∇ϕ + 
Vi x Bo

c
) + mini𝐠 − miniυinVi    − − − (3) 

 ∇. J =  0                   − − − (4) 

J    = ne(Vi − Ve)     − − − (5) 

where,                             α (subscript)  = species (e = electron, i = ion)  

                                           n  = density, 

                                           V = Velocity, 

                                           P  = Production, 

                                           Bo  = the ambient magnetic field, 

                                            e   = the electronic charge, 

                                            c   = the speed of light, 

                                            m  = mass, 

                                             g   = the gravity, 

                                            υin = the ion-neutral collision frequency, 

                                             J   = the current. 
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Equations (1-5) are taken from the review paper by Ossakow [14, 15] and we follow the 

treatment in the paper while calculating the growth rate expression. Equation (1) is the 

continuity equation which can be derived applying the principle of conservation of mass. 

Equation (2) and (3) are electron and ion momentum equations which can be derived 

from the principle of conservation of momentum. The momentum equation relates the 

fluid velocity to the forces acting on the fluid.  Equation (4) is assuming the divergence of 

current to be zero as small charge differences create large electric fields in an ionized 

medium.  Equation (5) is the current equation. The electrostatic approximation E =  −∇ϕ 

has been used to find the electric field.  

We take the harmonic solution of the form exp
-i (k.x

⊥
 - ωt)

, where ⊥ denotes 

perpendicular to ambient magnetic field.  The solution gives us the linear growth 

rate, 

Υ      =  

[− υin + (υin
2 − 4 g.

∇no

no
)

1
2
]

2
  −  υR       − − − (6) 

The growth rate is defined in the angular frequency as: 

                               ω   =   ωΥ  +    i Υ ;  

Equation (6) further reduces to: 

                     Υ            =    
g

υin L
 −  υR  ,          υ𝑖𝑛

2  ≫ 4 g/L     − − − (7𝑎) 

          =  
(g)

1
2⁄

L
  −  υR  , υ𝑖𝑛

2 ≪  4 g/L    − − − (7𝑏) 
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                     where, 

                                           
1

𝐿
=    |

∇no

no
|   

The equations 7(a) and 7(b) represent growth rate of the Rayleigh-Taylor instability.  

By taking non-linear evolution of the collisional R-T instability which involves 

neglecting the inertial terms in the equation (3) and applying quasi-neutral 

approximation, ne ≈ ni ≈ n and linearizing the equations, the linear growth rate can also be 

calculated as:  

                     Υ            =   − 
g
→

υin L
     − υR      − − − (8) 

The equation (8) shows that the bottomside of the F region can be linearly unstable in 

case of a positive gamma which happens when the first term is positive and exceeds the 

second term in magnitude. This indeed can happen in the bottomside of the F region 

where the density gradient is positive and the acceleration due to gravity is negative as 

we go upwards. 

Sultan [16], in his paper, discusses that the locally determined growth rate is inadequate 

for determining the realistic onset conditions for equatorial spread F as it misses the 

actual physical phenomenon taking place. The actual physical process which occurs in 

the equatorial ionosphere is the coupling of the ionosphere above the equator to the 

ionosphere away from the equator due to the equipotential nature of earth’s magnetic 

field lines and the faster transport of electrons and ions along the magnetic field than 

perpendicular to it. As the depletion of the ionospheric plasma grows into a bubble and 
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rises to higher altitudes at the magnetic equator, the disturbances are mapped along the 

magnetic field lines towards both the hemispheres to lower altitudes. In order to calculate 

the growth rate of Rayleigh-Taylor instability for the entire flux-tube, we shall integrate 

the current and the ion velocity equations along the magnetic field lines. We present the 

final expression for the flux-tube integrated growth rate [16]: 

                                                                                                    

  where, 

             ∑𝑃
𝐹    =  the F-region integrated Pederson conductivity 

             ∑𝑃
𝐸   = the E region integrated Pederson conductivity 

              Vp   = the integrated plasma drift  

             Un
P   = the integrated neutral wind,  

             gL    = the effective gravity, 

            𝜐𝑖𝑛
𝑒𝑓𝑓

  = the effective collision frequency, 

             𝐿n   = gradient scale length, 

             RT    = the effective recombination rate.   

Zalesak and Ossakow [17], in their work, have stated the following expression without 

derivation as an extension of the local growth rate formula combining local terms 

(𝐯𝑝⃗⃗⃗⃗ , 𝐮𝑛⃗⃗ ⃗⃗  , and υin ) with flux tube terms (∑P, R and N). 

ϒ = 
∑𝑃

𝐹  

∑𝑃
𝐸 +∑𝑃

𝐹  
  ( Vp - Un

P  + 
g
L

 

 𝜐
𝑖𝑛
𝑒𝑓𝑓

  
 ) 

1

𝐿
n

 – R 
T    

  -------- (9)
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    ϒ = 

∑𝑃
𝐹  

∑𝑃
𝐸 +∑𝑃

𝐹  
 (𝐯𝑝⃗⃗⃗⃗ −  𝐮𝑛⃗⃗ ⃗⃗    −

�⃗�  

υin  
 )  

1

N
 
𝜕𝑁

𝜕ℎ
   – R

 T
  − − − (10) 

Note that it has been realized that recombination rates that are linear in the plasma 

density (which constitute the largest part of the recombination rate at F region altitudes) 

do not contribute to the term RT [18], because they reduce the density proportionally 

everywhere at the same rate, thus this term can usually be neglected. 

4.3   Observations  

In this section, we seek to analyze thirteen nights of HF data during the Metal-Oxide 

Space Cloud (MOSC) campaign to understand the parameters influencing the generalized 

Rayleigh Taylor Instability (GRTI). We illustrate our methodology by taking two nights 

of data representative of quiet and disturbed nights during the pre-reversal enhancement 

period (07:26 – 07:51 UTC) prior to the occurrence of the spread F. The pre-reversal 

enhancement [19] is the brief and intense increase in the eastward electric field in the 

equatorial ionosphere when the E-region conductivity decreases rapidly immediately 

after the sunset. Here, the goal is to create ionospheric time delay contours of F-region 

layers of certain frequencies (4.39 MHz, 5.54 MHz, 7.15 MHz, 9.12 MHz) in the evening 

period which would possibly observe pre-reversal enhancement and spread-F. 

In Figure 4.2, the site locations corresponding to the HF links are shown. While there 

were two HF receivers and two transmitters in the site making four possible paths, we 

focus on the signals received at Wotho from transmitter at Rongelap. The Rongelap-

Wotho link geometry is predominantly N-S. Geographic coordinates for the sites are 

given in Table 4.1. After examining the ionograms of all thirteen evenings, we found the 
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possible pre-reversal enhancement and spread F would occur within the time period 

06:31 – 09:26 UTC. The four frequencies taken are 4.39, 5.54, 7.15 and 9.12 MHz. We 

analyze the power-spectrum data to find the weighted average of the time-delay for a 

range of F-region reflected HF energy corresponding to a frequency. The range is 

determined by going above and below the peak power of reflected HF energy by 30 dB.  

In Figure 4.3, we show hourly ionograms beginning at 07:31 UT on the night of 27
th

 

April, 2013 showing the growth of the spread F. The time-delay contours of the 

frequency specific F-region layers show the F-region is drifting upward. In Figure 4.4, 

the hourly ionograms beginning at 07:31 UT on the night of 3
rd

 May, 2013 show 

significantly less spread than 27 April. The contour image shows the frequency specific 

layers of the F-region aren’t rising as rapidly as on 27 April.      

              Table 4.1: Geographic Site Co-ordinates in Marshall Islands 

       Site Latitude 

(°N) 

Longitude 

(°E) Rongelap         11.1523       166.8378 

Likiep           9.8262       169.30673 

Wotho        10.17404       166.0046 

ALTAIR            9.3954       167.4793 
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Figure 4.2:   Site Locations in Marshall Islands. Tx = Transmitter, Rx = Receiver. 
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Figure 4.3:  The hourly ionograms beginning at 07:31 UT on the night of 27th 

April. The contours of the frequency specific F-region layers show strong upward 

drift of the F-region before spread F. 
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Figure 4.4:  The hourly ionograms beginning at 07:31 UT on the night of the 

evening of 3 May, 2013, which shows considerably less spread than 27 April. 

The time-delay contours of the frequency specific F-region layers show weak 

upward drifts. 
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From the F-region layer contours, we can derive:  

      i)  Upward Plasma Drift (Vp) 

      ii) Gradient Scale Length  

                      
1

𝐿
 = 

1

𝑁𝑒
 
𝑑𝑁𝑒

𝑑ℎ
   ; 𝑁𝑒  is the electron density, h is height   

     iii) Ion Collision frequency 

                 𝜐𝑖𝑛
𝑒𝑓𝑓

  = (2.6 x 10
-9

) (nn+ ni) A
-1/2

  s
-1

; nn  is neutral density and ni  is the ion 

concentration in reciprocal cubic centimeters, and A is the mean molecular weight of the 

neutrals and ions. The gradient scale length between two frequency layers can be 

calculated by converting the electron density variation to change in frequency. The ion 

concentration can be calculated from the quasi-neutral approximation, ne ≈ ni and the 

neutral density and the mean molecular weight at a certain height can be calculated from 

the Mass-Spectrometer-Incoherent-Scatter (MSIS) model [20].   

The Mass-Spectrometer-Incoherent-Scatter (MSIS) model describes the neutral 

temperature and densities in the upper atmosphere (above about 100 km) [21]. MSIS-86 

constitutes the upper part of the Committee on Space Research (COSPAR) International 

Reference Atmosphere (CIRA) 1986. The MSIS model is based on the extensive data 

compilation and analysis work of A. E. Hedin and his colleagues. Data sources include 

measurements from several rockets, satellites (OGO 6, San Marco 3, AEROS-A, AE-C, 

AE-D, AE-E, ESRO 4, and DE 2), and incoherent scatter radars (Millstone Hill, St. 

Santin, Arecibo, Jicamarca, and Malvern). The MSIS-E-90 is the extended MSIS-86 
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model taking into account data derived from space shuttle flights and newer incoherent 

scatter results [22]. 

The local values of the above mentioned quantities can be calculated from the frequency 

specific F-region time-delay contours to compare the relative change in the growth rate. 

We can take the height needed to calculate the neutral density in the collision frequency 

expression from the virtual heights determined from the time-delay contours by applying 

the simple formula: 

                                     Virtual height =  
speed of light

2
 ×  time delay 

The equivalent virtual heights for the time-delay contours in Fig 4.3 and Fig 4.4 are 

shown in Fig 4.5. The ‘virtual’ plasma drift can also be calculated from the height 

contours.  

Since virtual height will always be larger than the ‘true’ height, calculation of ion-neutral 

collision frequency at the virtual heights will produce bias because the neutral densities 

will be small there lowering the value of ion-neutral collision frequency and thus, 

increasing the RT growth rate value. To circumvent the bias, we instead use the ‘true’ 

heights from the digisonde and the ALTAIR radar data to compute the ion-collision 

frequency. The drift velocity and the gradient scale length shall not be appreciably 

different calculated from either the virtual heights or the true heights as it is change of 

heights involved in differentiation to calculate these quantities. We explain it in a little 

more detail in the next section. 
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Figure 4.5: Virtual height contours of frequency F-region layers for the nights of 

April 27 and May 03, 2013 along the Rongelap-Wotho path. The equivalent time 

delays contours are in Fig 4.3 and 4.4. 
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We can also compute the above-mentioned quantities using the optimized model 

ionospheric profiles instead of the virtual height contours. We seek to use the numerical 

ray-tracing through a 2-D plane of ionosphere along the Rongelap-Wotho path to 

optimize the IRI profiles (Fig 4.6) to match the observed oblique ionosonde delays. The 

Nelder-Mead Downhill Simplex [23, 24] method is applied to optimize the IRI profiles to 

be used in lieu of the true profiles to calculate the quantities in the growth rate of the 

linearized Gravitational Rayleigh Taylor Instability (GRTI) equation. We used the native 

‘fminsearch’ function in MATLAB to optimize the IRI profiles.  

The International Reference Ionosphere (IRI) [25] is an empirical model ionosphere 

developed as a joint project of the Committee on Space Research (COSPAR) and the 

International Union of Radio Science (URSI). For a given location, time, and date, IRI 

provides the median monthly values of electron density, the electron temperature, and ion 

composition in the altitude range 50 km to 2000 km. The major data sources for the IRI 

model are the worldwide network of ionosondes, the powerful incoherent scatter radars, 

(Jicamarca, Arecibo, Millstone Hill, Malvern, St. Santin), the International Satellites for 

Ionospheric Studies (ISIS) and Alouette topside sounders, and in situ instruments on 

several satellites and rockets. 

 Since Haselgrove [26] set down the differential equations governing ray paths in an 

anisotropic medium for numerical integration techniques [26, 27, 28], the equations have 

been used extensively [29, 30, 31] to study the propagation of HF energy through the 

ionosphere. In this work we apply numerical ray-tracing through a 2-D plane of 

ionosphere to optimize the IRI profiles to match the observed oblique ionosonde delays 

using PHaRLAP, a HF radio wave ray tracing MATLAB toolbox developed by Dr. 
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Manuel Cervera, that contains a variety of ray tracing engines of various sophistication 

from 2-D ray tracing to full 3-D magnetoionic ray tracing [32]. We build the 2-D 

ionospheric plane along the Rongelap-Wotho path using the 2-D ionospheric grid 

generator file in the PHaRLAP package. We used a modified IRI 2016 subroutine 

developed at Institute for Scientific Research, Boston College:  

[a, b]            =    iri2016bcw (yyyy, mmdd, UT, Lat, Lon, foF2, hmF2, foF1, foE, B0, B1)  

where, 

YYYY               – Year, 

Mmdd                – Month and Day,  

UT                      – Time in UT 

Lat, Lon              – Geographic latitude and longitude in degrees 

foF2, foF1, foE   – peak densities in MHz 

hmF2                  – peak height of F2 layer in km 

B0, B1                – thickness parameters 

a – 1× 1000 array of plasma freq. profile in MHz (from 65 km and up with 1 km step), 

b – IRI output array. 

We take the IRI profile at the mid-point along the Rongelap-Wotho path and use the 

same profile for the entire plane along the path. We fix the shape parameter B1 at 3.5.  
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The B0 parameter is defined as the difference between hmF2 and the altitude where the 

electron density equals to 0.24*NmF2 (h0.24) [33]. Hence, B0 makes a measure of the 

thickness of the bottomside profile. The B1 parameter determines the shape of the profile 

between maximum hmF2 and h0.24. The higher B1 corresponds to the larger densities in 

the region between hmF2 and h0.24. We also fix the highest frequency the ionosphere 

will reflect (foF2) as according to the observations in the ionograms of the oblique HF 

links. We used the secant law to change the observations from the oblique links to 

equivalent foF2 for vertical HF propagation: 

fob     =    fvert   sec (Ө𝑖) ;   Ө𝑖 = angle of incidence of a ray path with the                                                               

plane of ionosphere  

Any of the six parameters (foF2, hmF2, foF1, foE, B0, B1) in above subroutine can be 

left to IRI to calculate. Obviously, the first five parameters (yyyy, mmdd, UT, Lat, Lon) 

need to be given as inputs. So, we fix two parameters foF2 and B1 and let IRI determine 

the values for foF1 and foE. We let the optimization vary hmF2 and B0 so as the profile 

evolves to create a plane which would produce ray-traced time-delays matching the 

observed time-delays in HF sounder data. 

We seek to compare the calculated growth rate with the scintillation activity reported in 

the ground-based observations. We use the Total Hourly Mean S4 (THMS4) index [34, 

35] which is the accumulated sum of 5 hourly S4 means with a nightly accumulation 

window from 800 to 1300 UT as measured by the VHF receiver (Fig 4.7) at the 

Kwajalein Atoll. The S4 is amplitude scintillation index defined as the ratio of the 

standard deviation of the signal intensity and the average signal intensity.  
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Figure 4.6:    Numerical ray-tracing through a 2-D plane of ionosphere (left) is 

used to optimize the IRI profiles (right) to match the observed oblique ionosonde 

delays. 
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Figure 4.7:   S4 indices of VHF signal, 244 MHz received at Kwajalein Atoll in 

Marshall Islands. The THMS4 index calculated from 8:00 to 13:00 UT takes the 

values 3.0126 and 0.7486 on April 27 and May 03 respectively. 



84 
 

                                                        𝑆4 =   √
< 𝐼2 > − < 𝐼 >2

< 𝐼 >2
 

where, I is the signal intensity and the upper limit of the S4 is 1. 

4.4   Results and Discussion 

The quantities we seek to calculate from the virtual height contours or the optimized 

model ionospheric profiles are: drift velocity, gradient scale length and the ion collision 

frequency. While calculating drift velocity and gradient scale length from the virtual 

height contours is straightforward, we use the ‘true’ heights from the digisonde and the 

ALTAIR radar data to compute the ion-collision frequency. For a given day, we take  the 

average ‘true’ heights from the available digisonde data between the 07:26 – 07:51 UTC 

and calculate the collision frequency at that height corresponding to ion frequency of 7.15 

MHz and the neutral densities taken of top three constituents O, N2 and N from the 

MSIS-E-90 model.  Similarly, the gradient scale length for a given day is taken to be the 

average of the quantity between the virtual height contours of 5.54 and 7.15 MHz during 

the period 07:26 – 07:51 UTC. The drift velocity for a day is calculated by averaging the 

average of drift velocities corresponding to all four frequencies during the time period 

07:26 – 07:51 UTC.    

We use similar approach while calculating these quantities from the ray-traced optimized 

profiles. The advantage in using the ray-traced optimized profile is we can obtain these 

quantities for the entire frequency-range of the ionospheric profile than just the four 

frequencies we had for the virtual heights and time-delays (Figure 4.8).  In Figure 4.8, we 

show the drift velocity and the gradient scale length calculated from the ray-traced  
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Figure 4.8:   Plasma drifts calculated from the optimized profiles on April 27 and 

May 3 (Upper Row); Gradient Scale Lengths on April 27 and May 3 (Lower Row) 
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optimized ionospheric profiles during the time period 07:26 – 07:51 UTC for the two 

days – Apr 27 and May 3. The mean of these quantities plotted in the images in Figure 

4.8 are the average of these quantities calculated from six profiles during the time period 

07:26 – 07:51 UTC in successive five minutes as the HF frequencies were 

transmitted/received every five minutes.  For a given day, the drift velocity is then taken 

to be of 8 MHz of the mean drift velocity. The gradient scale length is taken to be that 

between 7.5 and 8 MHz of the mean gradient scale length. And the collision frequency is 

calculated for the average height of 8 MHz for each day -- the average height taken out of 

all the profiles for the time-window for a day. The quantities and the growth rate 

calculated from either of the two approaches are shown in the Fig 4.9.  The 

corresponding scintillation activity represented by total hourly mean S4 (THMS4) index 

which is highly correlated with the calculated linear growth rate is also shown.  

Sultan [17], in his paper, has used atmospheric and ionospheric density model inputs to 

make quantitative calculations of the growth rate for a range of geophysical conditions.  

In the work, comparison of the growth rate calculated from the flux-tube formalism is 

made with the local growth rate. While it is concluded in the aforementioned paper that 

magnetic flux tube formalism better duplicates the physics of the equatorial ionosphere 

and locally determined growth rates are inadequate for determining the onset conditions 

for ESF, Mendillo et al. [36] in their work do acknowledge the local growth rates to be 

instructive in understanding the growth-rate characteristics. Mendillo et al. further assert 

the use of local growth rate avoids the uncertainties and assumptions applied in models of 

flux-tube-integrated quantities. Rappaport [37] shows that the equipotential 

approximation along the magnetic field lines made in flux-tube formalism produces a  
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a.) 

b.) 

d.)

. 
 
a. 

e.) 

Figure 4.9 : Growth rate parameters plotted during the pre-reversal enhancement period 

(07:26 – 07:51 UT) prior to the occurrence of spread F. a) Drift Velocity b) Ion Collision 

Frequency c) Gradient Scale Length.  Results for growth rate are shown in panel d) above 

where the neutral wind component (  U𝑛
𝑃 ) = 10 m/sec for each day is assumed. The 

corresponding scintillation activity represented by total hourly mean S4 (hourly mean S4 

integrated from 08:00 to 13:00 UT) is shown in panel e, highly correlated ( >  80 % ) with 

the calculated linear growth rate. 

c.) 
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lower bound for the true growth rate whereas local growth rate provides an upper bound. 

Basu [11], in his paper, compares the different descriptions on the linear theory of 

equatorial plasma instability. In addition to the local and the flux-tube formalism, he also 

discusses the so-called ballooning-mode type description of the problem. In this work, we 

don’t intend to get into the theoretical aspects of the problem and try to make 

comparisons of one approach against another. Instead we seek to adopt an approach to 

compute the growth rate to understand its relative change in the thirteen days of the 

campaign and compare it with the ground scintillation observations. The local values of 

the drift velocity, the gradient scale length and the collision frequency are calculated to 

obtain the growth rate as given as: 

                                           
    ϒ =  (𝑉𝑝 −  𝑈

𝑛

𝑃
  +

𝑔

υin  
 )  

1

𝐿
n

       ----- (11) 

Since the growth rate is computed during the pre-reversal enhancement period 07:26 – 

07:51 UTC, the fraction appearing in equation (9) or (10) 
∑𝑃

𝐹  

∑𝑃
𝐸 +∑𝑃

𝐹  
 equals 1 as we 

assume the E-region, and hence the E-region Pedersen conductivity,   disappears during 

this period. The chemical recombination rate is neglected and we assume the neutral wind 

component (  𝑈𝑛
𝑃 ) = 10 m/sec for each day. The density scale length factor (

1

𝐿
n

)  in 

equation (11) is the ‘initial source of free energy’ [17] that permits the Rayleigh-Taylor 

instability process to occur. The terms inside the bracket are the multiplicative factor to 

the density scale length factor which is positive in the bottom-side of the F-region. The 

role of drift velocity, the first term inside the bracket in equation (11), has been well-
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recognized as an important, parameter controlling the generation of spread F [38, 39].   It 

also lifts the F layer, so that the collision frequency is smaller, making the gravity term 

bigger. The question amongst the researchers is if there is a threshold value for the 

upward drift velocity during pre-reversal enhancement for the generation of plasma 

bubbles. Huang and Hairston [40] offer a good review of past works on this question. As 

Sultan [17] argues in his paper, offering a ‘threshold value’ for any single parameter to 

predict spread F can easily be refuted by ‘counter-examples’ in which ESF didn’t occur 

when the parameter was higher than the ‘threshold value’. Hence, relying on the growth 

rate – which captures the cumulative effect of the various parameters involved in the 

equation – can be a more nuanced approach. In Fig 4.9, the panel (a) showing the drift 

velocity correlates well with high values of the calculated growth rate (panel (d)) and the 

THMS4 (panel (e)) on April 27, 28, 29, 30, May 1. The drift velocity on other days also 

correlate well with the scintillation activity – low drift velocity on low scintillation 

activity days of April 26, May 2 and May 3.  The ion-collision frequency is inversely 

proportional to the growth rate. Hence, a low (high) value of ion-collision frequency is 

expected to cause high (low) value of growth rate. This is true for most of the days except 

May 5 in Fig 4.9 – panels (b) and (d). The high value of inverse gradient scale length 

(panel (c)) and the moderately high value of the drift velocity make the growth rate high 

despite having the collision frequency high. The values (5×10
-2

 – 5×10
-1

) of ion-collision 

frequency is within the range of the results (~ 1×10
-2

 – 1×10) in previous studies [10, 34] 

and (~0 – 100) in Sultan’s paper [17]. It also compares well with the results in Basu’s [11] 

paper in which the quantity is calculated along an entire field line. The paper defines the 
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dipole coordinate system (ρ, ѱ, s)   in terms of the spherical coordinate system (r, ѱ,Ө) 

as: 

                                                   𝜌 =  
𝑟

𝑐𝑜𝑠2 θ  
 , s =  

𝑟𝑜
3

𝑟2
 𝑠𝑖𝑛𝜃 

where 𝜃  is magnetic latitude measured from the equatorial plane and 𝑟𝑜  is the radial 

distance from the Earth’s center at which a field line intersects the equatorial plane. For 

 �̂�(≡ s/l) value of ~ 0.33 corresponding to the magnetic latitude of the Marshall Islands, 

where 2l (l = 1.5 × 10
3 

 km, �̂� = 0  is magnetic equator) is the length of the field line 

along which the quantity is calculated, the ion-collision frequency has value in the range 

of 1×10
-1 

– 1×10 (Fig. 1 and Fig. 4 in the paper [11]). In panel (c), the inverse density 

gradient scale length is plotted and has its value within the range of 0.005 – 0.030 km
-1  

which is close to that in the works of Mendillo et al. [33] (0- 5×10
-2  

km
-1  

) , Lee [10] (0.3 

– 1.1×10
-2  

km
-1   

) , Basu [11] (0.005 – 0.040 km
-1 

)  but smaller than that in the work of 

Ossakaw et al. [41] (0.1  -- 0.2 km
-1

 ). From the equation (11), we would expect the 

growth rate to increase (decrease) with the increase (decrease) of inverse gradient scale 

length. But, the inverse scale length in our results has mostly anti-correlated with the 

growth rate with few days of correlation as well. This can be seen in the panels (c), (d) 

and (e) where, for example, both the days April 26 and May 03 with low growth rate 

(scintillation observations) respectively have low and high inverse scale length. There is 

no threshold of inverse gradient scale length we have marked as ‘low’ or ‘high’ as there 

will be consequences with any such choice. But taking any reasonable value as a 

threshold for the inverse gradient scale length will continue to show both correlation and 

anti-correlation with the calculated growth rate or the THMS4. It shows again that the 

growth rate and consecutively the occurrence of spread F is essentially a culmination of 
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the cumulative effects of all the factors in the growth rate expression. The growth rate 

calculated from above factors is shown in the panel (d) which is in the same order of 

magnitude with the values in the work of Basu [11] and in the work of Sultan [17], within 

the range of the values in the work of Lee [10]. It is also in the same order of magnitude 

with the values in the work of Mendillo [36],but the negative values in their work is due 

to the inclusion of recombination rate in the growth rate expression. In Figure 4.9, the 

calculated growth rate in panel (d) correlates very well with the THMS4 index in panel 

(e) except for three days May 4, 8 and 9 for which the correlation isn’t as obvious. It 

doesn’t suggest anti-correlation for these days.   The growth rate calculated from either of 

the two approaches – virtual heights/time delays or optimized ray-traced model 

ionospheric profiles – give us similar growth rate as seen in the panel (d).   

Overall, the patterns of day-to-day variation of the calculated growth rate and scintillation 

strength match each other well. The small discrepancies between the calculated growth 

rate with the scintillation observations could be ascribed to the assumptions we have 

made in our approach: (i) constant neutral wind (10 m/sec) for all thirteen nights of 

observations, (ii) the vanishing of E-region conductance for all nights, (iii) negligible role 

of the recombination rate.  We also note that scintillation is dependent on more than 

linear instability, it requires nonlinear development of short-scale irregularities, and also 

depends on the magnitude of the initial seed irregularities that get amplified by the linear 

instability. We made the assumptions not to avoid complexity but to permit us to deduce 

the growth rate from HF data. The HF sounding observations do not avail us information 

about the neutral wind and conductance. The neutral wind in the growth rate expression is 

in the perpendicular direction to the magnetic field and hence, this is quite a small value 
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[42] in both cases – if we take it locally or flux-tube-integrate in both hemispheres. The 

flux-tube-integrated neutral wind is a small value as the vertical component of the wind 

in two hemispheres act to counteract each-other and the resultant effect of an integration 

over an ionosphere symmetric with respect to the magnetic equator is cancelling out of 

the wind [17]. The prevailing belief is that meridional neutral winds act to suppress the 

instability in the equatorial ionosphere by creating (i) a tilt in the ionosphere in the 

direction of the wind and (ii) by transporting plasma between hemispheres [17,36]. 

However, in a recent paper, Huba and Krall [43] revisit the question and show that the 

meridional winds can be destabilizing for the equatorial ionospheric instability.  But it is 

the vertical neutral wind – the component of the meridional neutral wind perpendicular to 

the magnetic field line – which appears in the growth rate expression. Sekar and 

Raghavarao [44] and Krall et al. [45] have shown that the upward vertical winds are a 

stabilizing influence while downward neutral winds are destabilizing influence on the 

development of ESF. Hence, although we assumed a small constant value of upward 

neutral wind in the growth rate expression, the day-to-day variations in the vertical 

neutral wind may have contributed some spread in the values of the growth rate. 

The growth rate has been calculated in the pre-reversal enhancement period 07:26 - 07:51 

LT. It is for this reason we assumed the disappearance of the E-region Pedersen 

conductivity as the E-region plasma vanishes after sunset due to rapid recombination with 

the molecular ions at the E-region altitudes. The disappearance of E-region conductivity 

allows us to take the conductivity ratio before the parentheses in the growth rate formula 

as 1. Zalesak et al.  [46] have showed through numerical simulations that E region 

Pedersen conductivity effects  result in slowing down of equatorial spread F and attendant 
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bubble evolution. But as Tsunoda [47] shows in his paper that instead of the simple early 

unloading of the F region dynamo, longitudinal gradient in the integrated E region 

Pedersen conductivity is the likely source of free energy to enhance the irregularity 

generation. While we assumed the E-region Pedersen conductivity to be zero, the 

treatment of the longitudinal gradient in the E-region Pedersen conductivity is beyond the 

scope of this study. We note that such features are part of the structure which gives rise to 

the prereversal enhancement of the vertical plasma drift. Because we have used empirical 

data for this parameter, we have taken the longitudinal gradients of the ionospheric E-

region into effect.  

Mendillo et al.[36] identify the nighttime requirements for the R-T instability growth as: 

“(i) postsunset rise of the F region, (ii) the availability of a seed perturbation to launch the 

R-T mechanism, and (iii) the absence of a strong transequatorial thermospheric wind.”  In 

our work, we didn’t analyze the HF data to detect the presence of seed and/or wind in any 

given night. But, we note that this factor is likely one of the sources of the small 

discrepancies between the daily patterns of the calculated growth rate and the scintillation 

observations. (The other primary factor being that strong scintillation is dependent on the 

nonlinear development of the plasma instability into the strong turbulence regime.) The 

choice of scintillation index to quantify the ground based spread-F observations could 

also have been the source of possible discrepancy between the calculated growth rate and 

scintillation observations.  
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Conclusions 

The research results discussed in this chapter present a simple method to calculate 

various parameters needed to evaluate the growth rate of Rayleigh-Taylor instability 

created in the F-region bottomside of the ionosphere. These parameters have been used to 

calculate the growth rate to predict the diurnal variability of the spread F occurrence 

using HF link data. The growth rate has also been calculated from model ionospheric 

profiles optimized by ray-tracing techniques to match actual delays as observed in the 

oblique HF links. The growth rate calculated from either of the aforementioned two 

methods provide a close prediction of spread F development as seen in the correlation 

between the calculated growth rate and the scintillation observations quantified by 

THMS4. We summarize our investigation results as following: 

1. The vertical plasma drift is shown to be an important factor in the growth of 

instability in the equatorial F-region. The 𝑉𝑝 ~ 20 m/sec is seen to be a threshold 

value for moderate/high level of scintillation observations as quantified by 

THMS4 index. 

2. The growth rate captures the cumulative effect of the various ionospheric 

parameters and hence is a better indicator to predict scintillation activity instead 

of any single parameter in the growth rate expression.  

3. The growth rate calculated from the HF link data or optimized model ionospheric 

profiles based on HF link delays accurately predicts the instability development as 

observed in the scintillation index THMS4. 
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4. The small discrepancies in the calculated growth rate and the scintillation 

observations can possibly be due to assumptions made in our work: constant 

vertical neutral wind, disappearance of E-region conductivity. 

5. The discrepancies can also be possibly due to seed perturbations in the bottomside 

F-layer, transequatorial neutral wind and choice of scintillation index.  

This investigation also opens wide avenues for future research in investigating other 

requirements for Rayleigh-Taylor growth rate in the F-region bottomside region. In 

particular, the HF data can be analyzed to investigate the precursor signatures such as 

large scale wave structures in pre-sunset hours to expand upon existing works in this 

interesting field of research [48].  
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CHAPTER 5   AN INVESTIGATION INTO THE ALTITUDE DISTRIBUTION 

OF EQUATORIAL IONOSPHERIC IRREGULARITIES BASED ON SOLAR 

ACTIVITY: RESULTS FROM THE C/NOFS MISSION 

5.1   Introduction 

In this chapter, we seek to characterize the spatial distribution of equatorial ionospheric 

irregularities and try to understand the dependence of the peak heights of the 

irregularities at the magnetic equator, also called as apex-altitude, on solar flux by 

analyzing in-situ observations from a low-earth orbit (LEO) satellite spanning half a solar 

cycle (2008-2014). The goal is to understand the physical processes that control the 

altitude of the instabilities, also known as bubbles. Because the irregularities map along 

the magnetic field lines, their height above the magnetic equator determines the spatial 

extent of the irregularities in latitude allowing us to identify regions affected by space 

weather impacts. Due to high parallel conductivity along the magnetic field lines, the 

field lines act like equipotentials and disturbance electric fields, along with associated 

instabilities, map efficiently parallel to magnetic field.  To confirm the results from our 

space-based observations, we compare these with ground-based scintillation observations 

by invoking the flux-tube paradigm of equatorial plasma bubble growth. In doing so, we 

also validate the flux-tube paradigm of equatorial plasma bubble growth in which the 

latitudinal extent of the irregularities is determined by the height of the bubbles at the 

magnetic equator (Figure 5.1). We also seek to study the apex-altitude distribution of the 

equatorial ionospheric irregularities for low and high solar activity years and understand 

the variation of apex-altitude distribution with solar flux. These observational findings 

are further combined with modeling results from the Physics-Based Model (PBMOD) to 
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attempt to understand what controls the rise of the equatorial ionospheric irregularities at 

the magnetic equator. 

Equatorial plasma irregularities are caused by the non-linear evolution of the generalized 

Rayleigh Taylor (RT) instability [1, 2] in which the bottomside low-density plasma drifts 

upward into the high-density plasma much like the rise of air bubbles in a liquid [3] as 

shown in Fig 4.1 [4].   The ionospheric irregularities are generically called ‘spread F’ 

owing to the spread observed in the ionograms (Figure 5.2) when they were first 

observed but are also known by various other names such as ‘plasma bubbles’, ‘plasma 

depletions’, ‘plasma plumes’, etc. [5]. Since their first discovery by Berkner and Wells 

[6] in 1934, these irregularities have been extensively studied in a variety of experiments 

involving sounding rockets, ground-based radars, satellites, in-situ probes, conventional 

ionosondes, topside ionosondes, airglow measurements and satellite  beacons [7,8]. The 

irregularities have been an active field of research due to both academic interest and 

practical applications as these irregularities cause radio wave scintillations disrupting 

satellite, communication, navigation, surveillance and aviation systems. Despite these 

extensive studies contributing to an enhanced understanding of the physical mechanism 

of the generation of the plasma bubbles, it continues to be a formidable challenge to 

predict their occurrence. Under seemingly identical ionospheric conditions in two days, 

there may or may not be similar ionospheric disturbances [9].  In this work, we seek to 

understand the occurrence statistics of these enigmatic equatorial ionospheric 

irregularities based on the analysis of several years of  C/NOFS satellite data spanning 

both low and high solar activity years. 
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Figure 5.1: Illustration showing the flux-tube paradigm of the equatorial plasma 

bubble growth. The latitudinal extent of the irregularities is determined by the 

height it rises at the magnetic equator. The irregularities are mapped along the 

equipotential magnetic field lines while rising at the magnetic equator. 

Flux Tube Mapping from Ascension Island 2014 
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The primary purpose [10] of the Communications/Navigations Outage Forecasting 

System (C/NOFS) mission was to forecast ionospheric irregularities and radio wave 

scintillations with the aid of in-situ observations made by the sensors on board the 

C/NOFS satellite and complementary ground-based observations through scintillation 

receivers and Global Positioning System (GPS) receivers as well as other ground-based 

instruments such as ionosondes, optical instruments, Fabry Perot Interferometers and 

radars. The major component of the mission is the C/NOFS satellite which was launched 

in April 2008 into a low inclination (13
o
), elliptical (~ 400 x 850 km) orbit and had a 

period of approximately 93 minutes. The satellite decayed in November 2015 [11, 12].          

The C/NOFS mission had three broad objectives [10]: 

1. Advance the understanding of physical processes  of equatorial ionospheric 

plasmas   

2. Understand the main drivers of the non-linear instability causing the 

depletion of plasma  and associated radio wave scintillations 

3. Model radio wave propagation through the ionosphere for various 

propagation geometries 

To achieve these scientific objectives, the C/NOFS satellite included the following suite 

of in situ sensors and a multi-frequency beacon [10]: 

1. The Planar Langmuir Probe (PLP)  to measure the low time-resolution density 

and high time-resolution density irregularity measurements, 
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Figure 5.2: An example of spread  F as seen in an oblique ionosonde data 

(top). Illustration of vertical ionosonde as Reflectometry diagnostic 

instrument (bottom). 
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2. The Ion Velocity Meter (IVM) to measure vector ion velocity, ion composition and 

ion temperature, 

3. The Neutral Wind Meter (NWM) to measure vector neutral wind velocity, 

4. The Vector Electric Field Instrument (VEFI) to measure vector AC and DC 

electric fields, 

5. The Coherent Electromagnetic Radio Tomography (CERTO) to specify plasma 

conditions between the location of C/NOFS and the Earth and for the tomographic 

reconstruction of electron density profiles, 

6. The C/NOFS Occultation Receiver for Ionospheric Sensing and Specification 

(CORISS) to measure total electron content (TEC) along the  Lines-Of-Sight 

(LOS)  between C/NOFS and GPS satellites. 

The apogee and perigee of the elliptical orbit of the C/NOFS satellite ranges between 400 

and 850 km and hence, provides a unique opportunity to analyze data at all altitudinal 

ranges between 400-850 km. This is helpful to compare the results from past experiments 

flying similar sensors such as Atmospheric Explorer E (AE-E: 1975-1981) [19], Republic 

of China Satellite (ROCSAT-1: 1999-2004) [3, 21] and Defense Meteorological Satellite 

Program (DMSP : 1962 - current) [2] satellites. AE-E, although initially designed to fly 

in an elliptical orbit, was changed to a circular orbit ~ 400 km after mid-1977.  ROCSAT-

1 was a low-inclination satellite in circular orbit ~ 600 km and the DMSP spacecraft fly 

in circular, sun-synchronous polar orbits at an altitude of ~ 840 km. In section two of this 

chapter, we discuss our methodology of identifying the equatorial ionospheric 

irregularities while comparing with other techniques applied in the literature.  

a.) 
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a.) 

Figure 5.3: (a) An artist’s rendition of C/NOFS space-craft [13]. (b) The 

variation of apex-altitude (top), physical altitude (middle) in C/NOFS 

Orbits 297-301 (bottom) on Day 127, 2008. The apex-altitude varies from 

403 – 2013 (~ 1600) km as C/NOFS orbits around the earth in varying 

magnetic latitude in low inclination elliptical path while the physical 

altitude varies from 400 – 850 (~ 450) km.  

 

b.) 
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In section three, we present climatological results obtained from these methodologies. In 

section four, we seek to validate our climatological results by making comparison of the 

space-based observations with ground-based scintillation measurements. In section five, 

we look at the apex-altitude distribution results for yearly C/NOFS data between the 

period 2008 - 2014. In section six, we confirm the apex-altitude distribution results of the 

C/NOFS data through a numerical simulation. In section seven, we study the local time 

effects on the apex-altitude distribution of equatorial ionospheric irregularities. In section 

eight, we present modeling results to compare with the C/NOFS observations on the 

change of maximum apex-altitude of equatorial ionospheric irregularities with solar flux. 

And in the final section, we discuss our results, conclusions and future work. 

5.2   Observations and Methodology 

We developed an algorithm to identify irregularities in the C/NOFS satellite PLP sensor 

electron density data. Langmuir probes have been a major plasma diagnostics tool 

installed in both the laboratory and in spacecrafts in scientific missions for more than five 

decades to observe the plasma characteristics [14]. The simplest Langmuir probe is a 

metallic electrode placed in plasma with an external DC bias to measure current (I) and 

voltage (V). This I-V curve is then analyzed to calculate various plasma parameters, 

principally electron density. But behind this simple description of the probe lays the 

theoretical and practical complexities involved in the charge collection processes from a 

plasma. We do not seek to treat the problem in its full detail in this work. 

Roddy et al. [15] describe the PLP sensors in their paper, “The PLP on-board C/NOFS 

satellite included advances in electronic capability compared to past designs. These  
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Figure 5.4:  (a) An example of ion-density measurements for UTC day 089, 

2011 made by C/NOFS PLP sensor (top).(b) Ionospheric Irregularities in upper 

subplot and smooth ion density measurements on the same day in lower subplot 

(below). 

a.) 

b.) 
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include : significant improvements in the range, linearity, and high-frequency time 

response of the logarithmic amplifiers; microprocessor control of software antialias 

filters; hardware filters that increase the effective sampling range of the A/D converters 

by flattening the typical power spectral density curve prior to sampling; hardware 

antialias filters; and, suppression of photoelectron effects and amplifier drift by injection 

of a variable calibration current into the ion trap logarithmic amplifier.” PLP observations 

are available in individual daily files with 1-Hz resolution. Each 1-s record is associated 

with the Universal Time (s) to the corresponding average ion density, ion density 

fluctuations and various other quantities such as latitude, longitude, altitude, local-time, 

orbit number, etc.  The ion density and ion density fluctuation values are sampled at 512 

Hz during eclipse times. Other sample rates used during measurement by PLP sensors are 

32, 256 and 1024 Hz.  Nominally, PLP was operated at 32 Hz during day and 512 Hz 

during eclipse hours [15]. In a UTC day without any data gap, there are 86400 seconds of 

measurements of the ion-density (Fig 5.4 (a)). The ion-density measurements may have 

structures in them as signatures of irregularities in the equatorial ionosphere. It is these 

structures (Fig 5.4 (b) – upper subplot) we want to identify by our algorithm, we are 

interchangeably calling them ionospheric irregularities, plasma bubbles or plasma 

depletions. When the ionosphere is undisturbed, the change in the ion density isn’t 

irregular (Fig 5.4 (b) – lower subplot) suggesting an absence of any kind of irregularity in 

the ionosphere. Here, the smooth decrease in density is caused simply by the increasing 

altitude of the satellite. We have similar observations starting from low solar activity year 

2008 to high solar activity year 2014 with data a few gaps in some years (2008, 2013 and 

2014). Later in this chapter, we discuss our approaches to handle these data-gaps while  
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     Figure 5.5: F10.7 solar radio flux (10
-22
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-2
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-1

) for the years 2008-2014. 
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making yearly comparisons of the maximum apex-altitude of ionospheric irregularities 

with respect to solar activity.  

The 10.7 cm solar radio flux is a widely, if not the most widely, used index of solar 

activity. Each value of F10.7 is a measurement of the total emission at a wavelength of 

10.7 cm from all sources present on the solar disk, made over a 1 h period centered on the 

epoch given for the value [16]. It describes solar UV forcing of the upper atmosphere and 

has been measured daily since 1947 [17].  The 12-month average F10.7 value is 

commonly used as an index for ionospheric models as a proxy for the EUV radiance and 

has been shown to correlate with ambient electron density. Other indices used to 

represent the solar activity are Sunspot Number (SSN) which measures the number of 

dark sun-spots on the surface of the sun and Ap index which is a measure of geomagnetic 

activity. We chose F10.7 as the index of solar activity as it correlates linearly with Total 

Electron Content (TEC) and Scintillation Index (S4) index.  In our period of observations 

(2008 -2014), the maximum daily F10.7 value is 253.3 in the year 2014 whereas the 

minimum value is 65.2 in the year 2008. We take the period 2008-2010 as low solar 

activity years and the period 2011-2014 as high solar activity years. 

In our work, we use the following parameter σ to identify ionospheric irregularities: 

   

                                                                                                      

where Ni  and Noi    are the ion density and linearly fitted value at the i
th

 data position. This 

definition has been used in previous studies aimed [18, 21, 22] at investigating 

𝜎 ( %)  = 100 x 
[

1

11 
∑ (log𝑁i −log𝑁oi 

11
𝑖=1 )2]

1
2⁄

[
1

11 
∑ log𝑁oi 

11
𝑖=1 ]     
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ionospheric irregularities. Equation (1) is the standard deviation of ion density variation 

in logarithmic scale for an 11-s segment of data.  Huang et al. [18] and Su et  al. [21] 

used the same parameter but with a 10-s segment of data in their work involving C/NOFS 

and ROCSAT (Republic of China Satellite) satellite observations respectively. To 

linearly fit data value at i
th

 position to calculate Noi , Huang et al.[18] used a moving 

average over 60 secs whereas Su et al.[21] used linear detrending over 10-sec data 

segment. Kil et al. [22] apply the same definition but with a 100-s segment of ROCSAT 

data instead of the 10-s data and Noi  was calculated using an 11-point smoothing curve. 

They claimed that the plasma bubbles could be determined more accurately by using 

multipoint smoothing curve as background density instead of linearly fitted values. 

Retterer and Roddy used a similar algorithm, taking the deviations from a fitted upper 

envelope of a section of the tabulated C/NOFS density [23]. 

The relative ion density variation in linear scale has also been used to identify 

ionospheric irregularities in previous studies [19, 20]: 

 

                                                                                                            

Kil and Heelis [19] apply this definition using the 8-sec segment linear-scale ion density 

data from the AE-E satellite. McClure et al. [20] apply a similar definition but have an 

elaborate scheme of examining first 3-s data segment in an 8-s sample for eight 

contiguous samples to identify the ionospheric irregularities. Huang and Hairston in their 

recent work [24] have used only the numerator in equation (2) to calculate plasma density 

perturbation value and have used the threshold of ∆𝑁  > 1 x 10
10

 m
-3

 to identify  
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Figure 5.6: The ion-density values measured by the C/NOFS satellite on day 281, 

2008. The 200-points-median line ‘separates better’ than the 25-point-median line 

from the ion density values. 
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occurrence of plasma bubbles.  So, despite using similar definition, the differences in the 

calculation of the background density and in the number of data-points taken in a 

segment can lead to different identifications of the plasma bubbles and the plasma bubble 

occurrence statistics as well which in turn will affect the forecasting and modeling efforts 

of these bubbles. Hence, different authors have set different threshold values for the 

parameters they have chosen to identify the ionospheric plasma bubbles. For example, 

Gentile et al. [2] visually inspected data for every orbit in a month-longitude window bin 

to identify equatorial plasma bubbles.  Su et al. [21] and Kil et al. [22] used a threshold 

value of 𝜎  > 0.3 % to identify the bubbles although the definition of 𝜎 used by each of 

them is slightly different.  McClure et al. [20] have used 𝜎  > 0.5 % albeit their definition 

of 𝜎   has ion density values in linear scale. Huang et al. [16] have used 𝜎  > 1 % with 10-

s data bins in the definition to identify ionospheric irregularities. So, there is no 

unanimous approach, definition and value to identify the ionospheric irregularities. In our 

work, while applying  𝜎    defined in equation (1) as the parameter to identify 

irregularities, we have taken the background density (Noi) to be moving median of 200 

points/secs. We chose to take median of a longer time-window as the ‘base-line (Noi)’ in 

equation (1) to ensure the algorithm identifies the depleted regions in the ion densities as 

equatorial plasma bubbles (EPBs). A shorter time-window causes the base line to move 

along the ion-density values (Fig 5.6) – thereby it could possibly sometimes miss to 

identify a ‘structure’ as an EPB irrespective of the threshold chosen for the parameter, 𝜎. 

The inclusion of more data-points in the base-line ensures the median value is affected 

not only due to ‘local’ disturbances in the data but also by ‘farther’ data-points as well. 

There is another interesting aspect of the parameter in equation (1). The value for the  
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Figure 5.7:  An example of ‘smooth decrease’ in density values (first subplot) at 

8.585e4 UTC secs on day   80, 2008 which flags σ  > 1.2 (second subplot) but 

delN/N < 0.02 (last subplot). 
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parameter depends upon the units chosen for the ion densities in the formula as it 

involves logarithm of the ion density values.  The equation can be simplified in the form  

                             . It is seen the choice of units affects its value as the denominator (B) 

changes with the units whereas the effect in the numerator (A) gets canceled. Authors 

who have applied this parameter in their works previously have not explicitly revealed 

the units chosen while deciding a value as the criterion to capture the ionospheric density 

roughness. In this work, we set 𝜎  > 1.2 % as the criterion to identify the ionospheric 

irregularities with ion-density units taken to be in m
-3

.  

Although 𝜎  > 1.2 % as criterion with 200-point median base line well identifies irregular 

structures in the ionospheric density values, it is also possible to erroneously flag 

smoothly varying ion-density values as structures (Fig 5.7). To avoid such situation, we 

also check the value ∆N/N, the ion density standard deviation divided by the ion density, 

in addition to the parameter  𝜎  . The quantity ∆N/N is calculated from the 50-Hz 

resolution data and hence can capture roughness in the irregularities at smaller scales.  

We visually inspected many days’ of data and decided to set delN/N > 0.02 as an 

additional requirement to ascertain ‘roughness’ of the structures flagged by 𝜎  > 1.2 % in 

the ion density data.  

5.2.1 What is a structure? 

In this subsection, we seek to further qualify the definition of the irregularities we intend 

to capture with our algorithm. With 𝜎  > 1.2 and ∆N/N > 0.02 as the conditions, we 

succeed in identifying equatorial ionospheric irregularities. But these irregularities are of 

various types and not all these are just the depletions like those in Figure 5.6 in which  

 log (
𝑎

𝑏
)

          log (𝑏)     
=

𝐴

𝐵
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Figure 5.8:  An example of ‘sinusoidal fluctuations’ in density values (first 

subplot) at 1.58e4 UTC secs on day 342, 2008 which flags σ  > 1.2 (second 

subplot) but delN/N > 0.02 (last subplot). 
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there is a significant drop in the ion-density values from the background ion density 

values. There are also wave-like structures in which ion-density values fluctuate 

‘sinusoidally’ (Fig. 5.8).  

There are also plasma density enhancements of the ion-density values which could be 

both ‘isolated’ and ‘contiguous’ with the ‘depletions’. Observational studies by Huang et 

al. [25] on these enhancements have hypothesized a causal relationship between the 

bubbles and the enhancements but in a recent paper, Kil et al. [26] assert that the 

enhancements, also called blobs, are independent of the bubbles. In this work, we seek to 

treat the depletions independent of the enhancements and hence will not be including 

enhancements. For any eleven-point ion-density which constitutes a bin for the parameter  

𝜎, this will be accomplished by excluding the bin for which the median ion density is 

higher than the median density of the corresponding 200-point baseline bin. While 

applying this approach, we also exclude the enhancements associated with ‘sinusoidal’ 

structures as well – which could be part of a Large Scale Wave Structure (LSWS) or 

Traveling Ionospheric Disturbances (TIDs). The Large Scale Wave Structures (LSWS) 

are quasi-periodic altitude modulation of electron-density contours in the bottomside F 

layer [9]. TIDs are wave-like fluctuations of the electron density induced by atmospheric 

gravity waves in the neutral atmosphere [27]. While it is challenging to ascribe an exact 

number as the scale size of any ionospheric ‘wave structure’, researchers have presented 

the scale size of LSWS as varying between 100 – 800 km [28, 29]. The TIDs are 

categorized as large-scale TIDs (LSTID) and medium-scale TIDs (MSTID) based on the 

wave characteristics such as wavelength, velocity and period. The scale size of LSTID is 

reported to be larger than 1000 km and that of MSTID is reported to be several hundred 
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kilometers [30, 31]. While we didn’t investigate the C/NOFS data extensively to look for 

wave-like structures, the structure in Figure 5.8 is seen to have a scale-size of ~ 780 km 

(100 secs) which is comparable to the reported scale-sizes of LSWS or LSTID. As we 

seek to understand what controls the occurrence and altitude distribution of ionospheric 

irregularities at the magnetic equator, the apex-altitudes of the  depletion ‘bins’ which 

exist contiguously with enhancement bins will be well-represented in the apex-altitude 

statistics. The isolated plasma blobs are not represented in our study as the 

characterization and source of blobs is still an ongoing discussion in the literature to be 

associated directly with bubbles, which are the primary phenomenon of interest in our 

investigation.  

We choose 20 – 24 hours Local Time (LT) for the statistical studies of equatorial plasma 

bubbles to focus on understanding active bubbles. The altitude profile during the early 

hours of evening (before 20 LT) may be determined by the growth characteristics rather 

than the terminal altitude of the bubble. Bubble growth may even continue after 20 LT, 

statistically we desire to make the time window as large as possible. Later on in this 

chapter, we examine differences between early and late periods in the window. Since 

these bubbles start at the bottomside F-region at the magnetic equator and move pole-

wards in both hemispheres along the magnetic field lines, the latitudinal extent chosen 

also influences the climatology map of the bubbles. To make comparisons with similar 

studies in the past, we use data within ± 10 magnetic latitude to construct the climatology 

maps of the occurrence probability of ionospheric irregularities but later on as we study 

the apex-altitude distribution, we relax this restriction. The climatology map is made out 

of a matrix of dimensions 12 (months) x 18 (longitude sectors) – where each month-
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longitude bin displays the occurrence probability percentage of the plasma bubble 

defined as: 

Occurrence Probability Percentage  

            =  
𝑁𝑜.𝑜𝑓 𝑜𝑟𝑏𝑖𝑡𝑠 𝑠𝑎𝑡𝑖𝑠𝑓𝑦𝑖𝑛𝑔 𝑡ℎ𝑒 𝑝𝑙𝑎𝑠𝑚𝑎 𝑏𝑢𝑏𝑏𝑙𝑒 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑐𝑒 

𝑁𝑜.𝑜𝑓 𝑜𝑟𝑏𝑖𝑡𝑠 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑎 𝑐𝑒𝑙𝑙  
  x 100 % 

5.3 Climatology Results 

We take the period 2008-2010 as low solar activity years and the period 2011-2014 as 

high solar activity years (Fig. 5.5).  The observed monthly mean F10.7 values during the 

low solar activity years range ~ (67 – 84   solar flux units (s.f.u.) and those during the 

high solar activity years range ~ 83 – 170 s.f.u. The values, if taken daily, range ~ (65 – 

93) s.f.u. and (76 – 253) s.f.u. during 2008 – 2010 and 2011 – 2014 periods respectively.  

Since the first half of the year 2011 has rapidly changing transitional F10.7 values, these 

values have fewer samples than the remaining period of high solar activity years.  

Inclusion of this period of data doesn’t significantly alter the features of the climatology. 

Fig 5.9 shows the distribution of the plasma irregularities with changing apex altitude for 

the years 2011-2014. Although the longitudinal and seasonal features of occurrence 

percentage of the irregularities remain similar as we go from low-apex altitudes to high-

apex altitudes map, the occurrence percentage significantly decreases as we move higher. 

The equatorial plasma bubble (EPB) rates are generally high around equinoctial months 

and low around June solstice. Tsunoda [32] sought to explain the seasonal occurrence 

patterns of equatorial scintillation – suggestive of the bubble formation – by showing that 

the maxima in scintillation activity coincide with the times of the year when the solar 
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terminator is most nearly aligned with the geomagnetic field lines. However, as suggested 

by Tsunoda himself in the paper, observational discrepancies in this explanation of the 

seasonal pattern of scintillation activity (bubble climatology) are ascribed to processes 

other than the generalized gradient drift (or Rayleigh-Taylor) instability in the creation of 

the ionospheric irregularities. The term generalized is used to include the different 

sources of free energy for the instability: gravity, neutral wind, electric fields and field-

aligned currents. Aarons [33] and Huang et al. [34, 35] have confirmed the general 

features of Tsunoda’s model of seasonal and longitudinal variations of the global 

equatorial plasma bubble rates. The longitudinal differences which remain unresolved by 

the Tsunoda model have been examined in the work of Huang et al. [35] in which they 

suggest the R-T irregularities should grow fastest at longitudes where the Earth’s 

magnetic field at the equator is weakest. This is so because the linearized RT instability 

growth rate is directly proportional to vertical plasma drift (Vp  ∝ E/B ) which in turn is 

inversely related to the magnetic field. But as Burke et al. [36] suggest, mother nature 

probably has a more complex scheme than this conjecture. Their observations, contrary to 

the inference of Huang et al.  [35], indicate that the EPB rates are lower in the South 

American sector. They suggest this is due to the precipitation of magnetospheric 

electrons from the inner radiation belt which leads to an increase of E-region conductance 

and thereby inhibits nonlinear EPB growth. McClure  et al. [37] proposed an alternative 

explanation of the seasonal and longitudinal variations of the equatorial plasma bubbles. 

They suggest PEFI  = PseedsPinst   where PEFI  is the probability for the Atmosphere Explorer 

E (AE-E) satellite  encountering equatorial F region irregularities, Pseeds  is the probability 

of having gravity wave induced ‘seeds’ for spread F irregularities in the post-sunset 
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ionosphere, and Pinst   is the probability that the bottomside F layer is Rayleigh-Taylor 

unstable.  In this work, we only note that the general seasonal and longitudinal features of 

the climatology maps are consistent with previous studies [2, 18, 19, 22]. But we do not 

aim to add to any of the aforementioned explanations of the longitudinal and seasonal 

patterns of equatorial plasma bubbles. That is because we didn’t investigate the C/NOFS 

data to find small density perturbations (e.g., TIDs) which act as seeds for the 

development of the RT instability. Furthermore, the overall climatological pattern of 

scintillation activity is reproduced by the climatology of the RT growth rate alone, so that 

the seed probability probably has more to do with the day-to-day variability of 

scintillation occurrence.   

The longitude span in each monthly-Longitude-Localtime cell in the climatology map is 

20 degree. The 20 degree longitude corresponds to ~ 2200 km of region. With a speed of 

7.8 km/sec, the satellite makes ~ 282 (≈2200/ 7.8) secs of measurements in one orbit 

while passing through the 20 degree longitudinal region. With our bin defined every 11 

secs, in one orbit it makes ~25(≈ 282/11) bins of measurements. Conversely, 25 bins of 

measurements by the satellite correspond to one orbit. In four hours of local time (20 – 24 

LT), the satellite makes ~ 2.5 (≈ 4 hours/Orbital period of the satellite (93 mins)) orbits 

through a specific region. In a day, it will have 25 * 2.5 = 62.5 bins of measurements 

through the longitudinal region of a cell in the climatological map. In a specific month of 

all four years, there can be 62.5*30*4 = 7500 such bins. In each monthly Longitude-

LocalTime bin (cell), the total number of orbits through four years of data can be 

maximum of ~ 7500/25 ~ 300 orbits without the magnitude latitude and the apex-altitude 

filters. In the climatology map for the years 2011-2014, with magnetic latitude (± 10) and 
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apex-altitude (400 - 500 km) filters, we found the maximum number of orbits in a cell is 

115 and the minimum is 6 , the median is 50, the mean is ~ 50 and the standard deviation 

is ~ 20.  

The EPB rates maximize in the America-Atlantic-Africa region corresponding to the 

longitude sector 280
o
 E (-80

o
) to 30°E. The global morphological features of the 

equatorial plasma bubbles are similar to those found in previous studies from DMSP, 

ROCSAT-1, AE-E satellites.  The maximization of EPB rates in the American-Atlantic-

Africa sector is observed in the distributions of irregularities from AE-E satellite as 

reported by Kil and Heelis [19] in their Figure 5, in the climatology map of the ROCSAT 

satellite data as reported by Kil et al. [3] in their Figure 6 and in the DMSP results as 

reported by Gentile et al. [2] in their Figure 2. Kil and Heelis included observations 

during high solar activity years 1978 – 1981 from AE-E. Similarly, Kil et al. included 

ROCSAT-1 data from high solar activity years 1999 – 2002 for the climatology map. 

Climatology studies from DMSP were made for both solar high and low activity years. In 

particular, we seek to compare our results with those from the DMSP satellites, which 

operated through more than one full solar cycle (1989 – 2004), and suggested a striking 

dependence on solar flux. But the operational life times for the AE-E and ROCSAT-1 

orbiters were limited to a few years.  A detailed review and comparison of results from 

past studies with C/NOFS results may be a topic of future investigation. 
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Figure 5.9: Equatorial Plasma Bubble (EPB) Occurrence percentage during high 

solar activity years (2011 – 2014) as a function of apex altitude. While the major 

seasonal and longitudinal features of the occurrence percentage remain similar as 

we go from lower apex-altitudes to higher apex-altitudes, the maximum occurrence 

percentage decreases significantly in large areas of the map. 
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Figure 5.10: Equatorial Plasma Bubble (EPB) Occurrence Probability percentage 

results during low solar activity years (2008 - 2010) as a function of apex altitude.  

The lowest apex-altitude bin climatology map resembles similar seasonal and 

longitudinal features as during high solar activity years whereas the features 

become gradually less distinct in higher apex-altitude bin climatology maps. The 

activity in higher apex-altitude bins also drop significantly more rapidly as 

compared to that of the high activity years. 
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In Fig. 5.9, the maximum occurrence percentage decreases from 95 % to 81 % as we go 

from 400-500 km of apex-altitudes to 700-800 km of apex-altitudes. The larger regions of 

zero (or less than 5 %) occurrence percentage in the higher apex-altitude maps suggest 

not all the bubbles created at the lower apex altitudes reach higher apex-altitudes. This is 

similar to observations made by DMSP (Fig 5.11) in the studies by Gentile et al. [2] 

where the peak occurrence rates are close to 70 % during high solar activity years of 

1989-1992 and are above 50 % in the high solar activity years 1999-2002.  The 

discrepancy in peak occurrence during solar high activity years between DMSP and 

C/NOFS observations could be possibly due to difference in detection algorithms 

(automated vs manual inspection), sampled apex altitudes, apex-altitude range of the 

climatology maps, orbits of the two satellites (low vs high inclination) and the time 

periods analyzed. The DMSP satellites are polar-orbiting at an altitude of 840 km and the 

trajectories chosen for the aforementioned study crossed the magnetic equator in the post 

sunset local time (LT) sector (1900 – 2200 LT). 

The C/NOFS climatology maps in our work have data between 20 – 24 LT. We cannot 

have a single altitude climatology map for the elliptically orbiting C/NOFS satellite and 

hence, the highest apex-altitude bin has been chosen to be 700-800 km for the 

climatology maps. Any bin slightly higher than this altitude and close to DMSP altitude 

of 840 km produces similar climatology (Fig. 5.12). The peak occurrence percentage 

further decreases to 71% as we go to 800 – 900 km of apex-altitude climatology map. 

The slight differences in occurrence percentage between DMSP and C/NOFS could also 

be due to the different values of F10.7 during different high solar activity periods.  In  
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Figure 5.11:  DMSP EPB Rates during solar maximum (top : 

1989 - 1992 and bottom : 1999 - 2002) and minimum (middle : 

1994 - 1997) years. The EPB rates during both solar maximum 

and minimum years maximize in the America-Atlantic-Africa 

sector but the EPB rates reduce sharply during the solar 

minimum years. These climatological maps suggest a striking 

dependence of equatorial plasma irregularities on solar activity 

at the polar-orbiting DMSP altitude of 840 km.  
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fact, a primary aim of this study is to understand the relationship between the F10.7 

values and the apex-altitudes of the equatorial plasma bubbles.  

Figure 5.10 shows the distribution of the plasma irregularities with changing apex 

altitude for the low solar flux years 2008 – 2010. The lowest apex-altitude bin 

climatology map resembles similar seasonal and longitudinal features as of those maps 

during high solar activity years whereas the features become gradually less distinct as we 

go to higher apex-altitude bin climatology maps. The maximum occurrence percentage 

decreases from 74 % to 27 % as we go from 400-500 km of apex-altitudes to 700-800 km 

of apex-altitudes. This is a significant drop in the occurrence percentage as compared to 

high solar activity years suggesting far fewer bubbles reach higher apex-altitudes during 

low solar activity years. This is easily demonstrated because the climatology map at the 

lowest apex-altitude bin shows significant bubble activity whereas that at 700-800 apex-

altitude bin shows far less activity. The peak percentage of 27 % is in an isolated area and 

the percentage decreases further in a few other areas of activity. Most of the map is 

devoid of any bubble activity at all. But the total activity is also significantly less in the 

lowest apex-altitude bin during the low solar activity years as compared to that of the 

high solar activity years. This shows that not only are fewer bubbles created at the 

bottomside F-layer but also that far fewer of those created reach higher apex-altitudes 

during the low solar activity years as compared to high solar activity years.  It is similar 

to what has been reported for DMSP by Gentile et al. in their aforementioned work. If we 

construct a C/NOFS climatology map closer to the DMSP altitude of 840 km, the 

maximum occurrence percentage further decreases to a lower level of 16  % (Fig. 5.12). 

The similarity between DMSP and C/NOFS observations at comparable apex-altitudes  
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Figure 5.12:  Occurrence Probability percentage results during low (2008 – 

2010) and   high (2011 – 2014) solar activity years of equatorial plasma 

irregularities at comparable altitude to that of DMSP altitude. The maximum 

occurrence percentage during low activity years further decreases to a lower 

level confirming the low-activity during DMSP low solar activity years. 
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and presence of significant bubble activity in C/NOFS observations at lower apex-

altitudes confirms that the lack of activity in DMSP low solar activity climatology is 

indeed an apex-altitude effect. We also note the general pattern of scintillation 

climatology is found in the pattern of strong RT growth rates by Sultan (Fig. 9(a) and 

9(b) in reference [41]) using climatological ionospheric models, and has been reproduced 

by a model of ionospheric irregularities and scintillation, i.e. PBMOD, in the work of 

Retterer and Gentile [38].   

5.4 Flux-tube Mapping – Validation of the Climatology results 

In this section, we seek to compare the irregularity detections from space-based in-situ 

observations with ground based scintillation observations by invoking the flux-tube 

paradigm of equatorial plasma bubble growth. Following the important works by 

Haerendel [1] and Balsley et al. [39], the disturbances in the equatorial ionospheric 

region – previously called by various names such as equatorial spread F (ESF), bubbles, 

and plumes owing to the diagnostic instruments used and structures reported by those 

instruments [40] – started to be understood as a flux-tube aligned interhemispheric effect 

explained by the gravitational Rayleigh-Taylor (GRT) flux tube interchange instability. 

In this scheme, the high plasma density magnetic flux tubes at the bottom-side of the 

ionospheric F region are replaced by the lower plasma density flux tubes from below 

similar to the hydrodynamic Rayleigh Taylor instability [41]. The magnetic field lines are 

horizontal at the equator contributing to the high vertical drift velocity, due to the 

polarization electric fields created by the disturbances in the plasma, of the plasma 

bubbles growing from the bottomside of the ionospheric F-region. Hence, the local 

density perturbation created by the exchange of magnetic flux tubes rises in altitude  
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Mod SSN High SSN 

Figure 5.13:  Scintillation observations in the year 2011 – the first part of which had 

moderate solar activity and the second part of which had high solar activity – in the 

two islands Ascension and Cape-Verde. 
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Figure 5.14: Nightly occurrence rates for S4 > 0.6 for at least one hour are shown 

in the plot for both Ascension and Cape Verde, where peak occurrence rates are 

essentially 100 % for periods of high solar flux. 



136 
 

through the topside region of ionosphere and moves polewards along the equipotential 

magnetic field lines as the electric fields map along the magnetic field lines. In this 

paradigm, the latitudinal extent of the irregularities is determined by the height of the 

bubbles at the magnetic equator. This unified explanation of the equatorial ionospheric 

irregularities has been tested before both theoretically and experimentally.  The evidence 

of this field-aligned characteristics of equatorial ionospheric irregularities has been well 

studied in the works of McClure et al. [42] from the AE-C ion density measurements, 

Weber et al. [43] and Moore and Weber  [44] from the air-glow emission observations, 

Sobral et al [45], Mendillo and Baumgardner [46]  from the all-sky images and scanning 

measurements of 6300-A
o 
emission, Dyson and Benson [47] from topside sounder results 

and Aarons et al. [48] from multi-station scintillation measurements. In this work, we 

seek to test this paradigm comparing C/NOFS observations with the ground-based 

scintillation observations made at Ascension Island and Cape-Verde Island (Fig. 5.13). 

The goal of the comparison between the space and the ground based observations is to 

check if our irregularity detection algorithm from the space based observations is 

consistent with the ground-based scintillation observations. To achieve this, we evoke the 

flux-tube paradigm of the equatorial plasma bubble growth to validate the space-based 

observation results as against the ground-based scintillation observations. This will 

achieve two goals – if it validates the space-based observations, it will validate the flux-

tube paradigm as well. 

To compare the ground and the space-based observations, we map the C/NOFS in situ 

observations into the magnetic field geometry at Ascension Island and Cape Verde Island 

respectively. We expect to see in situ irregularities whenever scintillation is observed on  
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Figure 5.15: Illustration of the heights at magnetic equator corresponding to magnetic 

field lines from Ascension (Left) and Cape-Verde (right) Islands. Assuming bubble 

height determines the meridional extent, structures must rise to over 1000 km to reach 

Ascension but only above 400 km to reach Cape-Verde. 
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the ground and the satellite is sampling below the apex altitude of the F-region field lines 

above the site. Assuming bubble height determines the meridional extent, structures must 

rise to over 1000 km to reach Ascension but only 400 km to reach Cape-Verde (Fig 

5.15).We use the International Geomagnetic Reference Field (IGRF) model to compute 

the magnetic field lines at the ionospheric pierce point from the VHF receiver at 

Ascension Island to the VHF satellite.  The IGRF is a standard mathematical description 

of the Earth’s main magnetic field that is widely used in studies of the Earth’s deep 

interior, its crust and its ionosphere and magnetosphere [49]. As in the climatology maps, 

we compare irregularities between 20-24 Local Time. We draw magnetic field lines 

originating from the Ascension Island with correction made in latitude and longitude for 

the ionospheric pierce point at 300 km. Due to the magnetic declination of ~ 17 
o
 west at 

the Ascension Island, the geographic longitude of the magnetic flux tube from Ascension 

ionospheric pierce point at 300 km to another hemisphere at 300 km varies with latitude 

by 6.3 degree (Fig. 5.16). Hence, while constructing the magnetic flux tube starting at the 

ionospheric pierce point at 300 km above Ascension Island and ending at 300 km in 

another hemisphere, we change the longitude values in ten steps with changing latitude 

values as given in the Figure 5.16. The longitude span for each of the ten latitude 

windows chosen is ±0.75 longitude degrees.  

Since the look angle may not be pointed directly along the magnetic meridian, the ray 

path from the VHF satellite to the ionospheric pierce point for the receiver will cross 

magnetic field lines technically belonging to ‘different flux tubes’. We calculated the 

distance the magnetic field line would vary in the east-west direction to be significantly 

less than the distance of the chosen longitudinal span corresponding to every latitude  



139 
 

 

 

 

 

 

 

Figure 5.16: Variation of magnetic field line towards the northern 

hemisphere from the Ascension Island. The red line shows similar 

variation of magnetic field line for the ionospheric-pierce-point (IPP)  

corresponding to the Island.  
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window. Hence, we are constructing a 3-D flux tube from the Ascension Island to make 

the comparisons between ground based receiver observations with space based satellite 

observations. We count the number of passes that the satellite makes in our Longitude-

Latitude-LocalTime windows in a day. For each pass observed in space, we take the me- 

an Local-Time corresponding to the bin which has the maximum (peak) Sigma value. We 

find ground data closest to the calculated mean Local-Time, which let’s say is the i
th

 

position in the ground data. We take the mean value of scintillation index (S4) as 

recorded by the ground-based receiver for three data positions (i-1: i+1) to check if the 

ground has recorded scintillation. If the mean scintillation index for the fifteen minutes 

(as data is recorded every five minutes) exceeds the threshold value of 0.6, we count that 

the ground has reported scintillation. Based upon this criterion, there could be following 

four possible cases:   

 

 

 

 

 

To maximize the number of events for the correlation, we choose to make comparisons 

only for the active seasons observed both in the climatology maps and the ground-based 

scintillation observations (Fig. 5.17) for the years 2010 - 13. These set of years are 

chosen because both ground and space data are available for these years. 

Color 

Key 

Ground 

S4 > 0.6 

Space 

σ > 1.2% 

 YES YES 

 YES NO 

 NO YES 

 NO NO 
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Figure 5.17: (a) Flux tube mapping of the satellite passes in the active seasons of 

the years 2010-11, 2011-12, 2012-13. The magnetic field line corresponding to the 

site, Ascension Island (red asterisk in the image ), refers to an apex-altitude close 

to 1100 km at the magnetic equator (dashed black line).  (b) Similar as (a) after 

removal of blue and green triangles. The black triangles below the magnetic field 

line corresponding to the ground receiver site are far less in number than the red 

triangles. 

a.) 

b.) 
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In Figure 5.17 (a), the red triangles correspond to the satellite passes which detect 

irregularities in space when ground based receiver also reports scintillation observations 

for the VHF satellite signals; that is, both sources “red” in the color key. For the ground 

receiver site to report scintillation, the bubbles must have risen as high as the apex-

altitude corresponding to the site longitude’s ionospheric pierce point at an altitude of 

300 km. Because the bubbles rise from lower altitudes, it is assumed that the entire flux 

tube below the peak apex altitude is disturbed. Hence, a satellite pass below the magnetic 

field line corresponding to the site ‘must’ detect irregularity in space if the receiver site 

has reported scintillation observations.  The black triangles within the magnetic flux tube, 

corresponding to cases where the ground site observed scintillation but the satellite did 

not detect any irregularities, are anomalies. They are far less numerous (Fig. 5.17 (b)) 

than the red triangles. The blue triangles, which are within the magnetic field line 

corresponding to Ascension Island, don’t violate the flux tube formalism as it is plausible 

for the ground not to report scintillation if the bubbles didn’t rise high enough at the 

magnetic equator to reach an apex-altitude mapping over  Ascension Island. The blue 

triangles inside the blue circle in Figure 5.17 (a) which are beyond the magnetic field line 

corresponding to the Island are anomalies as well.  They represent the cases in which the 

satellite detected irregularities in space but the ground receiver did not observe 

scintillation despite the bubbles rising higher than the apex-altitude corresponding to the 

Island. But these are far less numerous than the blue triangles within the magnetic field 

line corresponding to the site (6 out of 141). Three out of these 6 blue triangles have S4 ~ 

0.5 which is close to the chosen threshold of S4 > 0.6. So, many of these anomalies could 

be due to the threshold assigned with scintillation and irregularity observations as no 
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threshold can be expected to be perfect. Similarly, few of the black triangles turn into red 

when the longitudinal span in the flux-tube definition is increased suggesting the 

longitudinal drift – east or west – of the bubbles could also be the issue of the reported 

anomalies in our method. The green triangles don’t warrant any specific attention as they 

represent cases when both ground and space don’t detect activity.    

In Figure 5.17 (b), there are 121 passes for which the ground reported scintillation 

observations. Out of these 121, 100 are within the magnetic field lines corresponding to 

the site Ascension. 77 out of these 100 are detected to have irregularities in space as well. 

This is 77 % of ‘congruent’ observations both in space and ground. As seen in the  Sigma 

vs S4 colorbar plot (Fig. 5.18) of these 100 passes, many of the cases for which the space 

observations don’t detect irregularities are close to the chosen threshold value of Sigma > 

1.2  and most of the them are above the nominal noise floor of Sigma ~ 0.5.  

 Ground  (S4 > 0.6) Space (σ > 1.2) 

No. of passes                 100                   77 

                                              Table 5.1: Bubble Bin Statistics  

 Similarly, we mapped the nightly comparisons of C/NOFS and ground observations in 

the magnetic field lines in the active seasons of the years 2010-11, 2011-12 and 2012-13 

(Fig. 5.19) for the station Cape-Verde. For this station, we didn’t aim for pass-to-pass 

comparison as we did for Ascension Island. This is because Cape-Verde is close to the 

magnetic equator and the apex altitude corresponding to the station is close to 450 km. 

Hence, we expect the comparison to be less sensitive to the corrections introduced by IPP  
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Figure 5.18 : Sigma vs S4 Colorbar plot -  The space observations which 

don’t ‘detect irregularities’ are close to the chosen threshold value of Sigma 

> 1.2  and most of the them are above the nominal noise floor of Sigma ~ 

0.5.  
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magnetic field lines applied in the pass-to-pass comparison as in case of Ascension 

Island.  

Since the apex-altitude corresponding to the station is relatively low, we expect the 

ground to report scintillation most of the times whenever the satellite observes 

irregularity. This is so because the satellite orbits in an elliptical path of 400 - 850 km and 

unless it is very close to magnetic equator while at perigee, its corresponding apex- 

altitude must be equal or higher than that corresponding to the receiver station Cape-

Verde. In Figure 5.19, there are 238 nights for which irregularities were detected in space 

and 231 out of these 238 reported scintillation in ground as well. This is 97 % of 

‘congruent’ observations both in space and ground.  As expected, we see higher 

correlation pertaining to the Cape-Verde Island as it is close to the magnetic equator. 

 Space (σ > 1.2) Ground  (S4 > 0.6) 

No. of passes        238                        231 

                                  Table 5.2: Bubble Bin Statistics for CVD Island 

Unlike the Ascension Island, Cape-Verde is at low magnetic latitude and it is possible the 

scintillation observed on the ground did not reach the height of the space observations 

which correspond to the black triangles in the Figure 5.19.  The black triangles in the case 

of Cape-Verde are consistent with the flux-tube paradigm. The green triangles, like in the 

Ascension Island case, are also consistent. It is the blue triangles – corresponding to the 

cases where scintillation is not reported on the ground but irregularities are observed in 

space – which need explanation. How can one observe irregularities in space where the 

irregularities are well above the apex altitude needed to reach the station but no  
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Figure 5.19: Flux tube mapping of the nightly comparisons of C/NOFS 

observations and ground observations at the Cape-Verde site in the active seasons 

of the years 2010-13. The magnetic field line corresponding to the site, Cape-Verde 

(red asterisk in the image), refers to an apex-altitude close to 450 km at the 

magnetic equator (dashed black line).  We see higher correlation between the 

ground and the space observations (more number of red triangles) as bubbles need 

only rise to 450 km for the ground to report scintillation.  
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scintillation is observed on the ground? These could, as in the case of Ascension Island, 

represent instances where the background density is sufficiently low that the scintillation 

didn’t exceed our absolute threshold of S4 > 0.6 even though our relative space based 

parameter exceeded 1.2 %. Since these are few (7 nights out of 319 nights) in numbers in 

the entire data-set of comparisons, our space-based algorithm of equatorial ionospheric 

irregularities detection is confirmed to be consistent with ground-based scintillation 

observations. While confirming this, we validate the flux-tube paradigm of equatorial 

plasma bubble growth as well. 

5.5 Apex Altitude Distribution during low and high solar activity years  

5.5.1 Objective 

Since we have demonstrated that our irregularity detection algorithm is consistent with 

ground-based scintillation observations associated with equatorial plasma bubbles, we 

now proceed with our fundamental objective of determining the apex-altitude distribution 

of the bubbles. Since the first half of 2011 has transitional F10.7 values, we include data 

from the second half of 2011 through 2014 as high solar activity period. We take data 

from 2008 through 2010 as low solar activity period as in the preceding sections. The 

sampling window for both solar low and high activity years includes active seasons Jan – 

April and Sep – Dec., Local-Time 20 – 24 LT and longitudinal region: 80
o
 W: 10

o 
E.  

We are interested in finding out the ‘True Distribution’ of peak-altitudes of the bubbles at 

the magnetic equator. It is the peak altitudes of the bubbles at the magnetic equator which 

determine their latitudinal extent as the irregularities map along the equipotential 

magnetic field lines in either side of the hemispheres. It is important because we think 
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and we will test in this section the ‘True Distribution’ of peak-altitude of bubbles at the 

magnetic equator is markedly different than the ‘Observed Apex-Altitude Distribution’ of 

the bubbles (by the satellite).  

5.5.2 Methodology 

5.5.2.1 Mono-Altitude True Distribution Illustration  

The below flow-chart and illustration shows a simple example how the ‘Observed 

Distribution’ doesn’t represent the ‘True Distribution’ of the bubbles.  

But it also shows that the ‘Estimated True Distribution’ replicates the shape of ‘True 

Distribution’. The Observed Distribution shows what a satellite sampling uniformly in 

apex altitude would observe given the ‘monochromatic’ True Distribution defined in the 

first subplot. The True Distribution in the final subplot of Fig. 5.20 is estimated from the 

Observed Distribution based on the physical reality that the number of observed 

distribution at an apex altitude is integral of the true distribution at apex-altitudes equal 

and higher than that of the observed distribution. Conversely, all higher altitude bubbles 

at the magnetic equator pass through the lower altitudes beneath them. Mathematically, 

                                          Mzo         =      ∫ 𝑁(𝑧)𝑑𝑧
∞

𝑧𝑜
 ,                    ----------- (3)  

                                                                               Mzo   is observed distribution, 

                                                                               N(z) is true distribution.  

           For discrete data,    Mzo         =       ∑ 𝑁(𝑧) ∞
𝑧𝑜                        ----------- (4) 
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Figure 5.20: The flowchart above outlines the steps involved in the simulation. The 

plot below illustrates the simulation with one simple example. A ‘monochromatic’ 

true distribution is defined (1
st
 subplot). With assumed uniform sampling, altitude 

bins less than or equal to that of True Distribution have ‘Occurrences’ distributed 

uniformly in ‘Observed Distribution’ (2
nd

 subplot). In the final subplot, ‘True 

Distribution’ is estimated from the ‘Observed Distribution’ which is essentially 

subtracting the number of Occurrences at a previous bin from that at a bin – starting 

at the highest altitude bin, i.e. TrueDist(N) = Obs(N) – Obs(N+1). The steps are 

explained in detail in the text. 

        Estimate True Distribution from Observed  Distribution 

           Observed  Distribution 

                  True Distribution 
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This is equivalent to subtracting the number of bubbles at a previous bin from that at a 

bin while starting at the highest apex-altitude bin in the Observed Distribution, i.e. 

TrueDist(N) = Obs(N) – Obs(N+1). The Estimated True Distribution has the right ‘shape’ 

of the initially defined ‘True Distribution’. While we are applying this exercise to 

estimate the true distribution from the observed distribution, we also identify that the 

same can be achieved through familiar functions in statistics. The observed distribution is 

in fact the Complementary Cumulative Distribution Function (CCDF) and we can deduce 

Cumulative Distribution Function (CDF) from the CCDF from the following relation: 

                                                 CDF = 1 – CCDF. 

where, CDF is the probability that N will take a value less than or equal to n: 

                                                   FN (n) = P (N ≤ n) and 

the CCDF is the probability that N will take a value more than n:  

                                                    FN (n) = P (N > n). 

And we can estimate the true distribution via differentiation of the CDF(or in the discrete 

case, by applying difference appropriately).    

 5.5.2.2 Simulation for non-trivial True Distributions  

In another simulation, we extend the illustration in the preceding sub-section to initially 

defined True Distributions which aren’t as simple as ‘monochromatic’. We will seek to 

test if the ‘Estimated True Distribution’ in this case also replicates the shape of the 

initially defined ‘True Distribution’.  If that’s the case, we will be more confident of our  
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Figure 5.21: Two runs (a, b) of a simulation to estimate the true distribution of bubble 

activity from an initially assumed true distribution. The estimated true distributions are 

seen to depend upon the initial Sample Distribution and the Observed Distribution. 

a.) 

b.) 
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approach in constructing the ‘Estimated True Distribution’. We also seek to learn how the 

initial sampling density influences the shape of the final ‘Estimated True Distribution’. 

We start by randomizing a ‘Sample Distribution’ of apex-altitudes within a chosen range 

(e.g.: 375 – 1025 km). We then define a ‘True Distribution’ which determines the number 

of bubbles at specific altitude-bins. Based upon the ‘True Distribution’, we ‘retrieve’ an 

‘Observed Distribution’ from a virtual satellite we fly through our initial sample-space. 

And based upon the virtual ‘Observed Distribution’, we build the ‘Estimated True 

Distribution’. The steps briefly outlined here are described in little more detail in the 

paragraph following this. Here, we are only trying to initiate the reader to the processes 

involved in the simulation.  

We start by randomizing the initial sample distribution for 13000 samples. Each sample 

is taken at a random altitude but the overall distribution of 13,000 samples is uniform 

over the altitude range (375 – 1025 km). This ‘large’ number of samples with uniform 

sampling over the altitudinal range is to ensure good statistics in the simulation 

comparable to real data. Each sample can be thought as a ‘pass’ of an imaginary satellite 

involved in this simulation or as a data-point for every ‘night’ the satellite is in operation. 

Each sample corresponds to an altitude which we take to be the altitude of the satellite in 

this simulation. We then specify true bubble distribution. The number of bubbles shall 

not exceed the number of samples. In Figure 5.21, we choose a True Bubble Distribution 

to be of semi-Gaussian shape that peaks at 600 km. The bubbles are at certain altitude but 

satellite positions can be anywhere throughout the sample space.  As an example, if we 

have chosen to have 3000 number of bubbles at the apex-altitude bin centered at 600, the 

corresponding 3000 satellite positions are distributed randomly over all 13,000 samples. 



153 
 

Though the corresponding satellite positions are randomly distributed, the (maximum) 

bubble altitude for these bubbles will remain 625. The satellite will observe a bubble if it 

is below or equal to the bubble altitude but it will miss the bubble if it is above the bubble 

altitude. Hence, the observed distribution is determined by checking the altitude of the 

satellite for each pass where a bubble was present. We seek to estimate the true 

distribution from the observed distribution and compare the estimated true distribution 

with the ‘original’ true distribution we started with to construct the observed distribution. 

The true distribution is estimated based on the physical reality that higher altitude 

bubbles at the magnetic equator pass through the lower altitudes beneath them as 

expressed in the equations (3) and (4) above. This is equivalent to subtracting the number 

of bubbles at a previous bin from that at a bin while starting at the highest apex-altitude 

bin in the observed distribution. The goal is to see if we can successfully estimate the 

True Distribution (from the Observed Distribution) to be similar as initially defined True 

Distribution. We made five runs of the simulation for every true distribution. In Figure 

5.21(a), the shape of the True Distribution and the Estimated True Distribution look 

closely similar. But, the estimated true distribution doesn’t report bubble activity in the 

apex altitude bin centered at 500 km. This can be traced to the relatively less number of 

bins in the corresponding bin in the Samples and the Observed Distribution. In another 

example from another run (Fig. 5.21 (b)), the shape of the True Distribution and the 

Estimated True Distribution also look closely similar. But, the estimated true distribution 

has slightly higher bubble activity in the apex altitude bin centered at 450 km. This can 

again be traced to the relatively more number of bins in the corresponding bin in the 

Samples and the Observed Distribution. In both Fig. 5.21(a) and 5.21(b), the estimated 
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True Distributions aren’t very dissimilar than the initially defined True Distribution.  This 

shows that the estimated True Distribution closely resembles the initially defined True 

Distribution with the assumptions made in the simulation. It also shows that the initial 

statistics of the sample distribution influences the final estimation of the True 

Distribution.  

5.5.2.3 Processing the Results: C/NOFS Bubble Distributions 

With example and simulation in preceding two sub-sections establishing that the 

‘Observed Distribution’ of bubbles by a satellite is markedly different than the ‘True 

Distribution’ of the peak-altitude of the bubbles at the magnetic equator, we  present how 

we seek to process the bubble distribution results from C/NOFS observations in this sub-

section. We start with the following flow-chart. The results themselves are presented in 

the next section.  

Fig. 5.25: Normalized Observed Irregularity Distribution 

Fig. 5.22: Total Sample Distribution 

Fig. 5.23:  Raw Observed Irregularity Distribution 

Fig 5.24: Occurrence Rate 

            Fig. 5.27: ‘Scaled True’ Distribution 

               Fig. 5.26:  Estimated True Distribution  
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We start with the ‘Sample Distribution’ and the ‘Raw Observed Irregularity Distribution’ 

for both high and low solar activity periods. The sampling and the observed irregularity 

apex-altitude distributions will allow us to see how farther do bubbles rise to higher apex-

altitudes. While examining the total sampling apex-altitude distributions, we include all 

apex-altitudes for which an appreciable number of bubbles were observed. We then 

calculate the occurrence rate of ionospheric irregularities for both solar low and high 

activity years. We recognize that the altitude sample distribution has a direct influence 

upon the observed irregularity distribution as confirmed in the simulation in preceding 

sub-section. Put more simply, the more samples acquired in a given altitude range the 

more bubbles one is likely to detect in that range. To correct the bias introduced due to 

sampling density, we ‘normalize’ the observed irregularity distribution and present the 

normalized observed irregularity distribution for both solar low and high activity years. 

But, the raw observation of irregularities by a uniformly sampling satellite can 

‘statistically overlook’ the physical reality that all higher altitude bubbles at the magnetic 

equator pass through the lower altitudes beneath them. That this physical reality is indeed 

valid was established in the simulation in the preceding sub-section by the closely similar 

‘True Distribution’ and ‘Estimated True Distribution’. To recall, the ‘Estimated True 

Distribution’ was constructed from the ‘Observed Distribution’ by applying the physical 

reality we are referring here. Similarly, we construct an ‘Estimated True Distribution’ 

from the ‘Normalized Observed Distribution’ in C/NOFS results. The ‘Estimated True 

Distribution’ is the distribution of bubble peak-altitudes at the magnetic equator. We 

construct ‘Scaled True Distribution’ from the ‘Estimated True Distribution’. We are 
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saying ‘Scaled True Distribution’ as we rescale the ‘Estimated True Distribution’ in an 

attempt to get close to the actual number of bubbles in the ‘True Distribution’.  

5.5.3 Results: C/NOFS Bubble Distributions 

In Fig. 5.22, we show the distribution of apex-altitudes sampled is predominantly below 

1000 km, but the full range of expected bubble altitudes is covered. These are simply the 

distribution of samples acquired by C/NOFS satellite through 2008-2014. The 

distributions during low and high solar activity years are similar but not identical. The 

change in the sampling statistics for two periods is mostly due to the change in C/NOFS 

orbit as the apogee decreases over time and the sampling density tends towards lower 

altitudes.  

The apex altitude distributions with irregularities defined by Sigma > 1.2 during low and 

high solar activity years (Fig. 5.23) show higher number of irregularities detected during 

high solar activity years. It also shows the irregularities rise higher during high solar 

activity years as compared to low solar activity years. The irregularities included in the 

distributions exclude enhancements and also ‘smooth reductions’ in ion density as 

defined by delN/N < 0.02 as elsewhere in this study. The occurrence rate (Fig. 5.24) plot 

is obtained by dividing the number of observed irregularity bins in each apex-altitude bin 

by the number of total sample bins in the corresponding apex-altitude bin. The plot shows 

that the occurrence rate of irregularities decreases more rapidly at solar minimum years 

relative to solar maximum years. While going from 400-500 km apex-altitude bin to 800-

900 km apex-altitude bin, the occurrence rate decreases from 26.7 %  to 8.9 %  during 

high solar activity years while it decreases from 12.1 % to  1.5 % during low solar  
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Figure 5.22:  Apex-Altitude Distribution sampled during low and high solar activity 

years (2008 – 2014) by C/NOFS satellite. The sample space shown is for active 

longitude (-80
o
 : 10

o
) and seasons (Jan – Apr, Sep – Dec) and between 20 – 24 LT. 

The sampling density trends towards lower altitudes (right image) due to decrease of 

C/NOFS apogee during later years of operation.  
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Figure 5.23:  Raw Observed Apex Altitude Distribution with irregularities defined by 

Sigma > 1.2 during low and high solar activity years. The irregularities in the 

distributions exclude enhancements and ‘smooth reductions’ in ion density as defined 

by ∆N/N < 0.02. The distributions shown are for active longitude (-80
o
: 10

o
) and 

seasons (Jan – Apr, Sep – Dec) and between 20 – 24 LT. The high solar activity years 

have more activity rising to higher altitudes as compared to low solar activity years.  
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Figure 5.24: Occurrence Percentage: Irregularity detections normalized by 

total samples. The irregularities detected exclude enhancements and 

‘smooth reductions’ in ion density as defined by delN/N < 0.02. The 

occurrence rate decreases more rapidly at solar minimum years as 

compared to solar maximum years. 
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activity years. This is more than twice (~ 2.7) as rapid a decrease during low solar 

activity years as compared to high solar activity years in this apex-altitude bin. In the 

DMSP climatology results, the peak occurrence percentage decreases nearly four times 

during solar minimum years as compared to solar maximum years. The disparity in 

occurrence rate during low solar flux years is nearly twice as high with DMSP data as it 

is in the C/NOFS data sets analyzed here despite the solar flux being lower for both the 

high and the low solar flux periods  for C/NOFS. While the methodology to calculate the 

occurrence percentage for DMSP climatology and here in  

Figure 5.24 are different, it confirms    that the very low occurrence rates reported by 

DMSP during solar minimum are partly due to altitude bias.  The satellite sampled at a 

constant altitude of 840 km and observed far fewer bubbles during solar minimum years. 

We say – partly – as not only were less bubbles were observed  during solar minimum 

years but also fewer bubbles were observed at the lowest apex-altitude bin as seen in 

Figure 5.24. 

To correct the bias introduced due to the sampling density, we seek to normalize the 

‘Raw Observed Distribution’ (Fig. 5.23) based on the ‘Sample Distribution’ (Fig. 5.22). 

We normalized the ‘Raw Observed Distribution’ based on the number of bins in the first 

apex-altitude bin of the ‘Sample Distribution’. The ‘Estimated True Distribution’ is 

constructed out of the ‘Normalized Observed Distribution’ (Fig. 5.25) and is rescaled to 

deduce ‘Scaled True Distribution’ as shown in Figure 5.26. The rescaling is done to 

conserve the initial number of bins in ‘Normalized Observed Distribution’. This allows 

us to construct ‘True Distribution per night’ by dividing the number of bubble bins in 

every apex-altitude bin of ‘Scaled True Distribution’ by successive number of nights the  
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Figure 5.25: ‘Normalized Apex Altitude Distribution’ of ionospheric irregularities 

during low and high solar activity years. The distributions shown are for active 

longitude (-80
o
 : 10

o
) and seasons (Jan – Apr, Sep – Dec) and between 20 – 24 LT.  The 

normalization of the Observed Irregularity Distributions (Fig. 5.23) was based on the 

first apex-altitude bin of the initial Sample distributions (Fig. 5.22). 
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Figure 5.26:  ‘Scaled True Distribution’ of Irregularities for low and high solar 

activity years. The distributions shown are for active longitude (-80
o
:10

o
) and 

seasons (Jan – Apr, Sep – Dec) and between 20 – 24 LT.  The ‘Scaled True 

Distribution’ is achieved by rescaling the ‘Estimated True Distribution’. The 

rescaling is done to preserve the initial number of bins in Normalized Observed 

Distribution.  
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satellite was in operation during both low and high solar activity years. In next section, 

we use this ‘True Distribution per night’ to run a numerical simulation in which we seek 

to reproduce the initial ‘Observed Distribution’ by ‘numerically’ flying a ‘satellite’  on 

the C/NOFS trajectory through the randomly distributed bubbles. 

5.6 Numerical Simulation 

The continuous in-situ observations made onboard C/NOFS satellite during both high and 

low solar activity years avails data to analyze the effects of solar-activity on the altitude 

distribution of the ionospheric irregularities at the magnetic equator.  But, we also seek to 

ask: what is the ‘reasonable’ period of time to make statistically meaningful inferences 

from the distributions?   We ask the question because it is required to pursue our primary 

aim of this study to understand the relationship between the F10.7 values and the peak 

apex-altitudes of the equatorial plasma bubbles. If we want to examine the dependence of 

bubble peak altitude on solar flux, we need to understand the statistics of our 

observations over the time scales on which solar flux varies.  

We try to run a numerical simulation to find the answers. We randomize longitude 

positions in every apex-altitude bin of true distribution for nightly bubble observations. 

The ‘True Distribution per night’ (Fig. 5.27), as discussed in preceding section, becomes 

the numeric bubble distribution for every night in this simulation. The upper value of 

each apex altitude bin is now taken as the apex-altitude for the number of numeric bubble 

bins in that bin. For every randomized longitude position of a numeric bubble bin, we 

find the closest C/NOFS satellite longitude position to compare the C/NOFS apex altitude 

with the numeric bubble bin apex-altitude. It is virtually flying a ‘satellite’ through the 
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‘true bubble distribution’ and reporting a bubble if the C/NOFS apex altitude 

corresponding to the randomized longitude position of a numeric bubble bin is less than 

or equal to the nu meric bubble apex-altitude.  The steps are: 

1. Start with the True Bubble Distribution Per night. This becomes the Numeric 

Bubble Distribution per night, 

2. Randomize the longitude positions within the active window (-80
o
 : 10

 o
) for the 

number of bubbles in every apex-altitude bin of the  Numeric Bubble Distribution,  

3. Get the apex-altitude from C/NOFS data corresponding to the randomized 

longitude positions for each pass. The analysis is performed for the active 

longitude sector (-80
o
 : 10

 o
), active seasons (Jan – Apr, Sep – Dec)  and the 

evening local time  (20 – 24 LT), 

4. Report a bubble if C/NOFS Apex Altitude is less or equal than numeric bubble 

Apex Altitude, 

5. Build a Numeric Observed Distribution after running the simulation for as many 

nights as C/NOFS was in operation for low and high solar activity years, 

6. Compare the Numeric Observed Distribution with the C/NOFS Observed 

Distribution. 

The following cartoon illustrates the simulation: 
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Cartoon 5.1: The green line shows a possible path of a ‘satellite’ 

passing through numeric bubble bins at various apex altitudes. 

The path is taken from C/NOFS data. For every numeric bubble 

bin, a position is randomized to be taken as the longitude position 

of the satellite in C/NOFS data. If the apex altitude of a 

corresponding longitude position in C/NOFS data is less or equal 

than the apex altitude of the numeric bubble bin, the satellite will 

detect an irregularity. If, 

                          ZAP  (C/NOFS)  < =  ZAP  (NUMERIC BUBBLE),   

 

                                     detect  σ > 1.2 .  
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Figure 5.27: Estimated True Distribution per night for solar low and high activity 

years. The distributions shown are for active longitude (-80
o
 : 10

o
) and seasons (Jan – 

Apr, Sep – Dec) and between 20 – 24 LT.  The True Distribution per night is used in 

numerically simulating the ‘C/NOFS experiment’. 
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Figure 5.28: Apex Altitude Distributions of ionospheric irregularities as observed in the 

numeric simulation. The distributions shown are for active longitude (-80
o
 : 10

o
) and 

seasons (Jan – Apr, Sep – Dec) and between 20 – 24 LT.  The distributions mirror the  

C/NOFS Observed Irregularity Distributions (Fig 5.23)). The ratio of number of bubble 

bins observed in the numeric simulation to the number of bubble bins in C/NOFS 

observed irregularity distributions allow us to estimate the percentage of the bubble bins 

C/NOFS possibly could have sampled out of the actual bubble bins present in the 

ionosphere during its years of operation. 
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The ‘success’ of this exercise lays in the observed distribution results of the numeric 

simulation (Fig. 5.28).  The numeric observed distribution does mirror the C/NOFS 

observed distribution (Fig. 5.23). It demonstrates that we get numeric irregularity 

observations akin to C/NOFS irregularity observations after applying our assumptions to 

the initial observed distribution to obtain the true distribution and using the true 

distribution to run the numerical simulation.  This validates our assumption of the 

physical reality that all higher altitude bubbles at the magnetic equator pass through the 

lower altitudes beneath them. This also validates the need to normalize the observed 

distribution to obtain the true distribution. The ratio of number of bubble bins observed in 

the numeric simulation to the number of bubble bins in C/NOFS sample space also give 

us an idea of the percentage of the bubble bins C/NOFS possibly could have sampled out 

of the actual bubble bins present in the ionosphere during its years of operation. In the 

numeric simulation, 44 % of the bubble bins existing in the C/NOFS data are observed 

during high solar activity years whereas the percentage is 28 % during low solar activity 

years (Table 5.3). The smaller percentage of detection during low solar activity years is 

possibly due to combination of low true distribution per night and low number of sample 

space (C/NOFS bubble bins). We run the simulation multiple times (~ 100) changing 

seed for the random number generator in MATLAB used to randomize the longitude 

positions for each run of the simulation.    
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 C/NOFS  Numerical  Percentage (%) 

High Activity Years 22,221 9,797 44.09 

Low Activity Years 5,736 1,618 28.21 

Table 5.3: Bubble Bin Statistics: Numeric simulation and C/NOFS satellite results 

This allows us to define error bar in each apex-altitude bin so that we can run the 

simulation for smaller sample size and define a reasonable time interval over which we 

can apply the algorithm. The standard deviation calculated from 100 run of the numeric 

simulations is more than 10% of the number of bubble bins since sixth apex-altitude bin 

(Fig. 5.29). The sixth bin corresponds to 900 – 1000 km. Most of our comparisons are at 

lower altitudes in the range of 700-900 km. So, we conclude to take 12 month period of 

data as a reasonable time interval to analyze data for the effects of solar activity. We start 

in the year 2008, take a year of data and analyze the bubble altitude characteristics. We 

slide the window by six months and again take a year of data and repeat the process until 

the end of the C/NOFS data period. 

Figure 5.30 shows the evolution of the median percentile apex altitudes from low solar 

activity year 2008 to high solar activity year 2014. The F10.7 values in the x-axis are the 

mean of the 13-month smoothed values of monthly averaged data of the months 

corresponding to the yearly time-window. 
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Figure 5.29: The percentage of standard deviation as compared to number of bubble 

bins in each apex-altitude bin for the year 2009, 2012 ; and  for low and high solar 

activity years. The standard deviation is calculated from 100 run of the numeric 

simulations.   
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Figure 5.30: Apex Altitude vs F10.7 plot shows the evolution of the median peak 

apex-altitudes from low solar activity year 2008 to high solar activity year 2014. 

The line fit shows that the irregularities rise from about 491 km at solar minimum to 

737 km during solar maximum. The line fit has higher slope for the 90
th

 percentile 

peak apex-altitudes.  
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5.7 Local-Time Effects 

We sought to understand the bubble altitude characteristics in the 20 - 24 LT as reported 

by the C/NOFS satellite observations. It has been established [50, 51] that the height of 

the nighttime F layer is the single most important factor controlling the occurrence of 

spread F. This height, in turn, is determined by the equatorial vertical plasma drift 

velocity which peaks before 20 LT in the equatorial region [52]. So, the time window 20 

- 24 LT offers a period to observe fully grown irregularities in the equatorial region. But, 

we also like to check how significantly the apex-altitude distribution of the ionospheric 

irregularities as observed by C/NOFS varies if we divide the time window in two halves. 

If the 20-22 LT and the 22-24 LT periods have essentially the same statistics it implies 

that the bubble growth is largely complete within the first two hours of sunset by 20 LT 

and our approach of including as many observations between 20-24 LT will be justified. 

We want to check if our results are skewed by the growth time of the bubbles.  

The sample space in each halves of the window has similar distribution without 

significant differences for both solar high and low activity years (Fig. 5.31 & Fig. 5.32). 

This is obvious as the satellite should be sampling similar space in every two hours – the 

time for each half of the total time window. Of interest are the distributions of the 

irregularities – we include the normalized distribution of apex altitude bins with 

irregularities and also the ‘Total True’ Distribution deduced from those irregularities.  

From the total true distributions in Figures 5.31 & 5.32, we see the lowest apex altitude 

bin has higher number of ‘true’ irregular bins in the latter half of the time window (22 – 

24 LT) for both low and high solar activity years. This suggests the bubble activity is 
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more in the second half of the time window than the first half in the lowest apex-altitude 

bin for both low and high solar activity years. The number of irregularity bins is lower in 

first half of the time window than the second half in the low solar activity years whereas 

it is opposite in case of the high solar activity years. This is valid in all altitudinal ranges 

as defined in Table 5.4. This suggests more number of bubbles reach higher in the second 

half of the time window during low solar activity years but not in the high solar activity 

years. A similar inference can also been drawn from the normalized irregularity 

detections. A possible consequence of these observations is that the bubble grew slightly 

slowly in the early period than the later period of time window 20-24 LT during the low 

solar activity years whereas they had already matured in the early period and possibly 

slowed during the later period during the high solar activity years. More work is needed 

to reach unambiguous conclusions and to make a judicious choice of local time-window 

in both low and high solar activity years of observations. The observations are 

summarized in Table 5.4. 

 

 

 

 

Table 5.4: Number of Bubble bins in two halves of the time window 20 – 24 LT for low 

and high solar activity years.  

Apex 

Altitude 

range (km) 

Low Solar Activity Years 

No. of ‘true’ bubble bins 

 High  Solar Activity Years 

   No. of ‘true’ bubble bins 

  First Half Second Half First Half   Second Half 

400 -1700 2,863 (↓) 3,223 (↑)  12,402 (↑) 10,074 (↓) 

700-1700     629(↓)     670(↑)    5,905(↑)    3,894(↓) 

1000-1700       93(↓)     122(↑)    2,392(↑)    1,359(↓) 
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Figure 5.31: The apex-altitude distributions during low solar activity years for the 

Sample Space (top), the Normalized Observed Irregularities (middle) and the ‘Total 

True’ Observed Irregularities (bottom) for the former half 20 – 22 LT (left) and the 

latter half 22 – 24 LT (right) of the time window 20 – 24 LT.  The distributions shown 

are for active longitude (-80
o
 : 10

o
) and seasons (Jan – Apr, Sep – Dec). The 

distributions show that the bubble grew slightly slowly in the early period (20 – 22 LT) 

than the later period (22 – 24 LT) during the low solar activity years.  
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Figure 5.32: The apex-altitude distributions during high solar activity years for the 

sample space (top) , the Normalized Observed   Irregularities (middle)  and the ‘Total 

True’ Observed Irregularities (bottom)  for  the earlier half 20 – 22 LT  (left) and the latter 

half 22 – 24 LT (right) of  the time window 20 – 24 LT.  The distributions shown are for 

active longitude (-80
o
 : 10

o
) and seasons (Jan – Apr, Sep – Dec). The distributions show 

that the bubbles had matured in the early period (20 – 22 LT) and possibly slowed during 

the later period (22 – 24 LT) during the high solar activity years. 
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5.8 Modeling the rise of equatorial ionospheric irregularities 

As we have demonstrated that the apex-altitude of bubbles increases with solar flux from 

satellite observations, we seek to apply a physics-based model to see if the model predicts 

similar effects and if it can help us understand the physical processes responsible for the 

effects. We use PBMOD (Physics Based MODels) to model the effects of solar activity 

on the altitude of ionospheric irregularities at magnetic equator. PBMOD [53]       

ionospheric model, as described in the reference, is a system of Physics Based MODels 

that describes the three-dimensional time-dependent evolution of the low-latitude 

ionosphere on several different spatial scales: globally it provides the plasma density and 

composition at altitudes between 90 and 2000 km; at finer scales it describes the 

development of fluid plasma turbulence within this region and the resulting radio 

scintillation.         

We ran a series of PBMOD at four levels of solar activity, F10.7 = 90, 120, 150 and 180 

(Fig. 5.33) at 280 deg longitude (Jicamarca). The model was also run with changing 

values of the magnitude of the initial density perturbation for the aforementioned values 

of solar activity. The initial seed of perturbations were changed as S001 = ± 50 x 10
^3

 cm
-

3
, S002 = ± 25 x 10

^3
 cm

-3
, S003 = ± 12 x 10

^3
 cm

-3
, S004 = ± 6 x 10

^3
 cm

-3
. The initial 

magnitude of the seed plays a role until the magnitude reached a threshold after which it 

is no longer an important factor in determining bubble altitude at magnetic equator. For 

the longitude sector and the active periods we are analyzing C/NOFS observations, we 

don’t see any variability in the bubble activity. It allows us to assume the initial 

perturbation was well above the minimum threshold for bubble growth and probably not 

a factor in determining the bubble altitude for the C/NOFS observations we are analyzing 
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in the active periods and the longitude sector. In our runs, the non-linear development of 

plumes didn’t occur with the seed level S004 = ± 6 x 10
^3

 cm
-3    

at F10.7 = 90 and 120. 

Hence, we choose to infer the peak bubble altitude
 
for all solar activity levels with initial 

seed perturbation of 
 
S003 = ± 12 x 10

^3
 cm

-3
  to compare with the relationship between 

bubble altitude and F10.7 obtained from C/NOFS observations. 

In Figure 5.33, the images show a history of the peak magnitude of the deviation of 

density in the equatorial plane across the zonal direction as a function of height (apex 

altitude) and local time. For the first image, the F090 in the title suggests the F10.7 value 

of 90 solar flux units (s.f.u.) and S001 suggests the 1
st
 of the seed values (± 50 x 10

^3
 cm

-

3
) the model was run with. Equatorial plasma bubbles rise to higher apex altitudes with 

increasing solar flux as seen in the Figure 5.33. We estimated the maximum altitude these 

bubbles rise in the equatorial plane to compare with the earlier results from C/NOFS 

observations (Fig. 5.34).  The variation of plasma bubble apex altitude from PBMOD 

results for the third seed S003 matches closely with that of the median values of the apex-

altitude distributions from C/NOFS observations. Krall et al. [54] report the three 

dimensional simulations of equatorial spread F bubbles. They argue that the bubbles stop 

rising when the flux-tube integrated ion mass density just inside the bubble is equal to 

that of the adjacent background. In the case of single-ion ionosphere, the condition is 

equivalent to the hypothesis of Mendillo et al. [55] which says the bubbles stop rising 

when there is balance between the flux-tube integrated electron densities inside and 

outside the flux-tube. The question “Why do equatorial plasma bubbles stop rising?”  has 

been asked before in the works by Ott [56], Ossakow and Chaturvedi [57]. In Ott’s paper 
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Figure 5.33: The images show a history of the peak magnitude of the deviation of 

density in the equatorial plane across the zonal direction as a function of apex 

altitude and local time. For the first image, the F090 in the title suggests the F10.7 

value of 90 solar flux units (s.f.u.) and S001 suggests the 1
st
 of the seed values (± 

50 x 10
^3

 cm
-3

) the model was run with. The equatorial plasma bubbles rise to 

higher apex altitudes with increasing solar flux as seen. 
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the final expression for the vertical speed in case for collision-dominated plasma bubble 

is given to be: 

                                                       𝑈 =
(𝑛𝑜−𝑛𝑏)

(𝑛𝑜+𝑛𝑏)
 

g

𝜐𝑖𝑛
        ---- (5) 

In equation (5), 𝑛𝑜  and  𝑛𝑏 are respectively the background and the “bubble” densities, g 

is the acceleration due to gravity and 𝜐𝑖𝑛  is the ion-neutral collision frequency. The 

equation is essentially a manifestation of a buoyancy argument. It shows that the bubble 

will rise at the bottomside of the F-region with a certain value of vertical speed which 

will reach zero at altitudes where the density of the bubble equals the background 

density.  

Ossakow and Chaturvedi describe in context of the Figure 1 in their article about the 

amplification of total electric field inside depleted plasma due to density differences 

inside and outside the bubble. The enhanced electric field results in the faster upward 

drift of the center of the bubble. They calculate the expressions for various – linear, non-

linear sheet and non-linear elliptical – bubble models. All of the models described in the 

paper have the vertical bubble rise velocity of the form: 

                                              𝑉𝐵 =
g

𝜐𝑖𝑛
 𝑓(

𝛿𝑛

𝑛𝑜
)        ---- (6) 

where the factor 𝑓(
𝛿𝑛

𝑛𝑜
)  is some function of  

𝛿𝑛

𝑛𝑜
.  Ossakow and Chaturvedi  further write 

in their paper, “The factor f  increases with increasing with 
𝛿𝑛

𝑛𝑜
.  According to linear theory 

𝛿𝑛

𝑛𝑜
  increases with altitude and decreasing bottomside electron density gradient scale 

length. These ideas indicate that there is a range of bubble vertical rise velocities but 
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these rise velocities depend on ambient equatorial F region ionospheric conditions, e.g., 

the height of the F peak and bottomside gradient scale length. …. Moreover, it should be 

pointed out that for 
𝛿𝑛

𝑛𝑜
= 0 ,   i.e., for bubbles which have the same density as the 

background ionosphere, the induced (polarization) electric field, which causes the bubble  

to rise through E x B, becomes zero as does the attendant vertical bubble velocity. This 

simply states that a bubble created on the bottomside of the F region will rise until its 

density equals the topside background ionospheric density.” Since the variation of the 

apex-altitude of equatorial plasma bubbles in PBMOD matches well with the similar 

variation in C/NOFS observations, we seek to emulate the ‘buoyancy hypothesis’ by 

taking physical quantities attainable in PBMOD runs as proxies for the flux-tube-

integrated-density equivalence inside and outside the bubble as proposed in Krall’s work. 

Physically, the reduction in polarization electric field which gives rise to the motion of 

the plume is controlled by the conductivity and in the aforementioned works, it has been 

argued that density can be a proxy for the conductivity to estimate how high bubbles 

would rise at magnetic equator. We seek to check both conductivity (which controls the 

polarization electric field) and TEC (which represents the flux-tube-integrated density 

and has been taken as proxy for the conductivity or the electric field) in PBMOD runs to 

examine the “buoyancy hypothesis” (private communication with John Retterer). The 

value of conductance/TEC below the bottomside that we choose at the start of the 

simulation shall be captured in the rising bubbles and so, assuming it remained 

unchanged by other processes, would represent conductivity/TEC within the bubbles at 

later times. The average conductivity/TEC in the topside we look for at the time of 

maximum bubble height would represent the flux-tube content outside the bubbles. Thus, 
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Figure 5.34: The PBMOD results for the variation of the plasma bubble apex 

altitude with solar flux matches closely with that of the median values of the 

peak apex-altitude distributions deduced from C/NOFS observations. The 

PBMOD was run with initial seed perturbation of S003 = ± 12 x 10
^3

 cm
-3

.  
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matching the bottomside conductivity/TEC from early times to the average 

conductivity/TEC at later times mean matching the flux-tube content inside and outside 

the bubbles, as suggested in Krall’s heuristic. But we initially examine if the conductivity 

or the TEC are indeed good candidates to check the buoyancy of the bubbles (Fig. 5.35).  

In Figure 5.35, the upper panel shows the variation of conductivity at two times - when 

bubbles are just beginning to emerge and when the bubbles have attained maximum 

height. The lower panel shows the variation of TEC at those same times. The level of 

conductivity and TEC entrained in the rising plasma of the bubbles from the bottomside 

is seen in the images at 21.598 LT – black or dark purplish color in the color scale of the 

pictures. The images at 23.498 LT show that while the conductivity has similar value 

outside and inside the maximum bubble height, the TEC doesn’t. In the TEC plot the 

height where the background TEC matches the original bubble TEC is well above the 

height of the bubbles. This clearly illustrates that TEC cannot be a (good) proxy for 

estimating bubble altitude. It can also be seen that the TEC within the bubbles near the 

maximum height has also been modified more than the conductivity has been (to a bluish 

color in the color scale) – probably by diffusion of plasma into the bubbles or plumes. 

This tendency further complicates the use of TEC as a forecaster of bubble rise altitude. 

In Figures 5.36 – 5.37, we illustrate a couple of cases as applications of flux-tube-

integrated-Pedersen-conductivity as a proxy for examining the buoyancy hypothesis to 

understand if it provides a reasonable guess for how high the plumes will rise.  In Figure 

5.36, the plume rises a maximum height of 550 – 600 km around 23.5 LT as seen in the 

upper plot of PBMOD run showing the peak density deviation across the zonal direction  
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Figure 5.35:  The variation of conductivity (upper panel) and TEC (lower panel)  at 

two times - when bubbles are just beginning to emerge and when the bubbles have 

attained maximum height are shown. The level of conductivity and TEC associated 

in the rising plasma of the bubbles from the bottomside (black or dark purplish 

color) is seen in the images at 21.5 LT (left column). The images at 23.4 LT (right 

column) show while the conductivity has similar value outside and inside the 

maximum bubble height, the TEC doesn’t. In the TEC plot, the height where the 

background TEC matches the original bubble TEC is well above the height of the 

bubbles. This illustrates that TEC cannot be a (good) proxy for estimating bubble 

altitude. 



184 
 

in the equatorial plane at solar activity level F10.7 of 90 sfu. In the profile of conductivity  

(bottom) at the time of maximum extent of the plume, the height where the conductivity 

equals the conductivity initially just below the F layer (4 mhos) is about 520 km, close to 

the maximum height of the plume containing the plasma initially from that place. In 

Figure 5.37, we make similar comparison for a PBMOD run at F10.7 = 180 sfu level.  

The maximum height of the plume in the PBMOD run is about 800 - 850 km around 23.5 

LT. In the conductivity profile, the conductivity just below F-region bottomside is 

matched at the topside at an altitude little over 800 km. While testing the “buoyancy 

hypothesis”, we tried to match the bottomside and topside conductivity from the PBMOD 

runs. The topside altitude represents the maximum altitude the bubbles possibly may 

have risen. These examples illustrate that the heuristic of matching the bottomside 

conductivity with the conductivity on the topside does seem to provide a reasonable 

guess for maximum altitude plumes may rise. The caveats associated with this approach 

are – (i) plume height and time of arrival depend on initial density perturbation which 

have been ignored in this method, (ii) the substantial slope in the conductivity below the 

F-layer bottomside introduces ambiguity in what conductivity to match on the topside, 

(iii) Plasma gets modified as it rises and evolves (diffusion fills in evacuated plume, 

modifying conductivity). Smaller F10.7 means slower rise, thus more modification, (iv) 

Need to know time of arrival at maximum extent to know the height (but 23.5 LT seems a 

reasonable guess), (v) Used actual profile of conductivity in simulation, not the 

background conductivity, which is the only profile known before simulation run. 
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Figure 5.36: When the plume rises, it reaches a maximum height of 550 – 

600 km, around 23.5 LT (top). In the profile of Pedersen conductance  

(bottom) at the time of maximum extent of the plume, the height where the 

conductance equals the conductance initially just below the F layer (4 

mhos) is about 520 km, close to the maximum height of the plume 

containing the plasma initially from that place. 
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Figure 5.37: Similar illustration as of Fig. 5.36 but at solar activity 

level of F10.7 = 180 sfu. The maximum plume height is about 850 km, 

at 23.5 LT. Predicted maximum height by the approach of matching 

bottomside to topside conductance is little over 800 (km)  
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Conclusions 

The research results presented in this chapter make a comprehensive investigation into 

altitude distributions of equatorial ionospheric irregularities at the magnetic equator. We 

presented the climatological maps of equatorial ionospheric irregularities as observed by 

the elliptically orbiting low-inclination C/NOFS satellite. We compared the space-based 

C/NOFS satellite observations with ground-based scintillation observations to confirm 

our irregularity detection algorithm for the space-based in-situ observations. To our 

knowledge, it is the first such day-to-day comparison of space-based observations with 

those of the ground. While making the aforementioned comparison, we invoked the flux-

tube paradigm of equatorial plasma bubble growth and consequently, by confirming the 

correlation between space and ground based observations, we validated the paradigm as 

well. We studied the apex-altitude distributions of equatorial ionospheric irregularities for 

low and high solar activity years. We ran numerical simulations to validate our 

methodology and find a reasonable time period for which we can have good statistics to 

analyze the effects of solar activity on the apex-altitude distribution of equatorial 

ionospheric irregularities. The numerical simulations aided in our analysis of C/NOFS 

observations to achieve a relationship between solar activity index F10.7 and apex-

altitude distribution of equatorial ionospheric irregularities. We used PBMOD (Physics 

Based MODels) to see if model predicts similar effects of solar activity on the altitude of 

ionospheric irregularities at magnetic equator as of C/NOFS observations. We also used 

the model results to understand the physical processes responsible for the effects. We 

summarize our investigation results as following: 
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1. Our results are consistent with past studies examining the longitudinal and 

seasonal occurrence rate of equatorial ionospheric irregularities. We found the 

equatorial plasma bubble (EPB) occurrence rates were generally high around 

equinoctial months and low around June solstice. The EPB occurrence rates 

maximized in the America-Atlantic-Africa region corresponding to the longitude 

sector -80
o
 W to 30

o
 E.  

2. Previous studies (e.g., DMSP) showed almost no activity during solar minimum. 

Our results show a near absence of activity at DMSP altitudes during solar 

minimum, but the maximum occurrence percentage as observed in the 

climatological plots at the lowest apex-altitude bin appears to decrease by 

approximately 95 % at solar minimum to 73.58 %.     

3. We thus attribute the lack of detection by DMSP to satellite altitude bias, 

sampling a bubble altitude distribution that depends on solar flux.     

4. Careful analysis indicates that the median height distribution of bubbles increases 

linearly from about 491 km at solar minimum to 737 km during solar maximum. 

These results apply to the -80
o
 W to 10

o
 E longitude sector. Other longitude 

sectors may have different altitude distributions. Our occurrence statistics suggest 

that bubbles in this longitude sectors are higher than in other regions on average. 

5. A physics-based model was used to confirm our findings. In the model it appears 

that field-line integrated conductivity is the key determinant of terminal bubble 

altitude. Specifically, when the field-line integrated conductivity inside the bubble 



189 
 

is equal to that of the background ionosphere the polarization electric field that 

propels the bubble upwards vanishes and the bubble ceases to rise further.  

6. Conductivity is determined by a combination of electron density and collision 

frequency [58] : ∑ =  ∑𝒏𝒊𝒒
𝟐  ( 

𝝊𝒊

𝒎𝒊(𝝊𝒊   
𝟐 + 𝝎𝒊 

𝟐)
  +   

𝝊𝒆

𝒎𝒆(𝝊𝒆
𝟐+ 𝝎𝒆 

𝟐 )
   )  𝑷 , in which ∑P is 

Pedersen Conductivity , ni  is the density of ion species i, the sum is over ion 

species, the quasi-neutrality condition of the ion densities being equal to the 

electron density is assumed and m , υ , ω are mass, collision frequency and  

cyclotron frequency  respectively of the charge species , the charge species being 

ions (i) and electrons (e). All other parameters being equal, the field-line 

integrated plasma density, as suggested by other investigators [54, 55] is not a 

reasonable proxy for conductivity due to the higher weight given by the collision-

frequency factor at lower altitudes in the field-line conductance integral whereas 

no such weight at any altitude occurs in the field-line integration of the density 

due to the absence of collision frequency factor. 

7. These results are the first observational confirmation of bubble altitude as a 

function of solar flux and are valuable to the development of improved 

scintillation mapping models for both real-time and post-processing applications. 
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CHAPTER 6   CONCLUSIONS AND FUTURE DIRECTION OF RESEARCH 

6.1      Conclusions 

In this dissertation work, we analyzed data from the Metal Oxide Space Cloud (MOSC) 

experiment and C/NOFS satellite mission to understand the ionospheric irregularities in 

the equatorial ionosphere. In the MOSC experiment, we analyzed the high frequency 

(HF) propagation effects of artificial ionospheric modification in the lower F-region in 

the equatorial ionosphere. We also analyzed the HF data during the MOSC campaign to 

understand the factors influencing the growth rate of the generalized Rayleigh-Taylor 

instability. The Planar Langmuir Probe (PLP) in-situ observations made onboard 

C/NOFS satellite have been analyzed to understand the effects of solar activity on the 

altitude-distributions of the equatorial ionospheric irregularities at the magnetic equator. 

In Chapter 1, we presented an overview of this dissertation outlining the details of the 

following chapters. 

In Chapter 2, we presented a basic introduction of the ionosphere – variation of its profile 

with altitude and the composition of its chemical constituents. We discussed artificial 

ionospheric modification and presented theoretical treatment of the radio wave 

propagation through an ionized layer of the upper atmosphere.  

In Chapter 3, we presented the High Frequency propagation results from the Metal Oxide 

Space Cloud (Experiment). We analyzed data from high frequency (HF) radio links and 

ALTAIR incoherent scatter radar to understand the impacts of the artificial ionization on 

the radio wave propagation. We also presented the modeling results done with the aid of 
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the HF radio wave ray-tracing toolbox PHaRLAP along with ionospheric models. The 

results accounted for the features of the modified HF propagation environment observed 

at early times during the MOSC samarium release experiments. We showed that ray 

tracing techniques can be successfully used to model the disturbances caused by artificial 

ionospheric modification. The modeling identified three additional HF propagation paths 

created by the samarium plasma clouds in the ionosphere. These effects were observed 

both on a great circle path and a markedly non-great circle path where the refraction 

angle exceeded 90°. For modeling the background plasma the Parameterized Ionospheric 

Model (PIM), constrained by ALTAIR radar observations, provided an excellent 

representation of the low latitude ionosphere during quiet conditions. But, neither PIM 

nor IRI were able to accurately specify local gradients of a magnetically disturbed 

ionosphere. However, IRI’s flexibility and convenient access to parameters within the 

model supported the use of the Nelder-Mead minimization technique for constructing a 

regional ionosphere.  

In Chapter 4, we presented the calculation of various parameters in the growth rate of the 

Rayleigh-Taylor Instability and the growth rate as well from thirteen days of High-

Frequency (HF) radar data during the Metal-Oxide Space Cloud (MOSC) campaign. The 

parameters and the growth rate were also calculated from model ionospheric profiles 

optimized to match time-delays in corresponding HF observations. We also made 

comparisons of the calculated growth rate with the ground based scintillation 

observations as quantified by the total hourly mean S4 (THMS4) index. The vertical 

plasma drift was shown to be an important factor in the growth of instability in the 

equatorial F-region. The vertical plasma drift (𝑉𝑝) ~ 20 m/sec was seen to be a threshold 
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value for moderate/high level of scintillation observations. The cumulative effect of the 

various ionospheric parameters was captured in the growth rate and hence was shown to 

be a better indicator to correlate with scintillation activity instead of any single parameter 

in the growth rate expression. The growth rate calculated from the HF link data or the 

optimized model ionospheric profiles accurately predicted the instability development as 

reflected by the scintillation index THMS4.The assumptions made in our work can be the 

possible sources of small discrepancies between the calculated growth rate and the 

scintillation observations: constant vertical neutral wind, disappearance of E-region 

conductivity. The other possible sources of the discrepancies can be seed perturbations in 

the bottomside F-layer, transequatorial neutral wind and choice of scintillation index.  

In Chapter 5, we presented an investigation on the variation of apex-altitude distribution 

of equatorial ionospheric irregularities with solar activity. We analyzed the data from 

Communications/Navigations Outage Forecasting System (C/NOFS) satellite mission to 

understand the effects of the solar activity on the occurrence of the equatorial ionospheric 

irregularities. We also analyzed Physics Based Model (PBMOD) ionospheric model 

results to determine if a physics-based model can reproduce the observed dependence of 

bubble height on solar activity. Our results are consistent with similar past studies 

examining the longitudinal and seasonal occurrence statistics of equatorial ionospheric 

irregularities. We found the equatorial plasma bubble (EPB) occurrence rates were 

generally high around equinoctial months and low around June solstice. We compared 

the irregularity detections from space-based in-situ observations with ground based 

scintillation observations and found that they were consistent under the assumption that 

the disturbance electric fields map efficiently along the magnetic fields of equatorial 
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plasma bubble growth. Our space-based algorithm of equatorial ionospheric irregularities 

detection was confirmed to be consistent with ground-based scintillation observations. 

While confirming this, we validated the flux-tube paradigm of equatorial plasma bubble 

growth as well. In the climatology maps, the EPB occurrence rates maximized in the 

America-Atlantic-Africa region corresponding to the longitude sector -80
o
 W to 30

o
 E. 

Previous studies (e.g., DMSP) showed almost no activity during solar minimum. Our 

results show a near absence of activity at DMSP altitudes during solar minimum, but total 

bubble activity as observed in the lowest apex-altitude bin decreases to 12.18 % at solar 

minimum as compared to 26.67 % at solar maximum. The lack of detection by DMSP 

can thus be attributed to a bubble altitude distribution that depends on solar flux. The 

median height distribution of bubbles increases linearly from about 491 km at solar 

minimum to 737 km during solar maximum in the longitude sector -80
o
 W to 30

o
 E [1]. 

Other longitude sectors may have different altitude distributions. The occurrence 

statistics suggested that bubbles in this longitude sector are higher than in other regions 

on average. A physics-based model (PBMOD) was used to confirm our findings. In the 

model we found that field-line integrated conductivity is the key determinant of terminal 

bubble altitude. Specifically, when the field-line integrated conductivity inside the bubble 

is equal to that of the background ionosphere, the polarization electric field that drives the 

bubble upwards disappears and the bubble stops rising. We also found that the field-line 

integrated plasma density is not a reasonable proxy for conductivity due to the higher 

weight given by the collision-frequency factor at lower altitudes in the field-line 

conductance integral whereas no such weight at any altitude occurs in the field-line 

integration of the density due to the absence of the collision frequency factor. These 
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results from our comprehensive investigation into altitude distributions of equatorial 

ionospheric irregularities at the magnetic equator are the first observational confirmation 

of bubble altitude changes as a function of solar flux and are valuable to the development 

of improved scintillation mapping models for both real-time and post-processing 

applications. 

6.2    Directions for Future Research  

This dissertation opens doors to many important research questions to expand upon this 

work to newer and more exciting frontiers. A companion paper [2] published in Radio 

Science in the special issue of 2013 Equatorial Ionospheric Sounding Rocket Campaign 

from Kwajalein Atoll has attempted to study the electrodynamic environment in the 

equatorial ionosphere produced by the artificial plasma clouds created in the MOSC 

experiment via simulations. Retterer et al. [2] show through their simulations that a 

moderately denser cloud than the MOSC cloud, close to the bottom-side of the F layer, 

could indeed suppress the development of the low-density plumes and the shorter-

wavelength irregularities associated with radio scintillation that form with the Rayleigh-

Taylor instability in the equatorial ionosphere. The ability to artificially quench 

bottomside equatorial ionospheric irregularities can be an ‘eureka’ moment for the space-

weather research community as it could also mean the suppression of radio-wave 

scintillation which directly points to active mitigation of adverse impacts of ionospheric 

irregularities and radio wave scintillations on communication and navigation systems. So, 

future artifical ionospheric modification experiments can be used to test the results from 

the simulations in the aforementioned work to check if it indeed could be possible to 



204 
 

quench the ionospheric bottomside instabilities by increasing the density of the chemical 

(Sm+) used to create the artifical plasma.  

In our work, we modeled the tailored ambient propagation environment generated 

through artificial ionospheric modification in the MOSC experiment by taking a spherical 

cloud of constant size. In the future, we can include the temporal and the spatial changes 

of a dynamic plasma cloud in the modeling work to better understand the change in the 

ambient propagation environment. HF data from the ionosonde can also be used to 

investigate the role of precursor conditions to instability development in the equatorial 

ionosphere to expand and build upon the published literature [3, 4] in the field. The wave 

structures can be identified through the iso-density ionospheric plasma contours from HF 

radar echoes to understand the complementary roles they play in the development of 

equatorial spread F. Such investigations can be taken at various longitude sectors to 

determine if a similar pattern of the complementarity is observed in all the longitude 

sectors. The results from statistical studies in such investigations shall also be tested 

against a daily case-by-case basis to check if they confirm or refute the statistical results. 

The various sensor observations made onboard C/NOFS satellite spanning half a solar 

cycle ranging from low solar activity to high solar activity years (2008 – 2014) presents 

an unprecedented opportunity to investigate a repertoire of  science questions vis-a-vis 

the equatorial ionosphere. In this dissertation work, we analyzed PLP sensor observations 

to understand the effects of solar activity on the apex-altitude distribution of equatorial 

ionospheric irregularities in the longitude sector 280
o
 E (-80

o
) to 30°E. We focused on 

this longitude sector as we found – in concurrence with similar past studies – the 

ionospheric irregularities maximized in this sector. We found a linear relationship 
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between the apex altitude of ionospheric irregularities and the F10.7 index in this 

longitude sector with a positive slope. This investigation can be extended to more clearly 

defined longitude sectors to check if similar relationships exist between the apex altitude 

of ionospheric irregularities and the F10.7 index. We refined the existing algorithm for 

identifying equatorial ionospheric irregularities but more work can be done to further 

isolate the depletions in the data from other type of disturbances. Since the 200-point 

moving median baseline follows the background ion-density, the baseline can be elevated 

or depressed to make a tight envelope to the background ionospheric density at places it 

hasn’t fluctuated ‘rapidly’. The identified depletions under this scheme can be 

categorized based upon their depth for further analysis. A similar approach is used in a 

work by Costa
  
et al. (from an unpublished manuscript). The PLP sensor observations can 

also be studied to analyze the spectral slopes of the ionospheric irregularities. It has been 

hypothesized that there is less scintillation at the magnetic equator because the slope of 

the irregularity spectrum is steeper there [5]. The implication is that the spectra are steep 

at low apex-altitudes and increasingly shallow as one goes to higher apex altitudes. A 

study on the spectral slopes of equatorial plasma bubbles and their dependence on apex 

altitude can demonstrate the validity of the hypothesis and improve an ability to model 

and predict low-latitude scintillation. For Radio Occultation (RO) observations, the more 

apriori constraints we can put in the data, the better we can localize the irregularities. 

Hence, knowing bubble apex altitude based on solar activity, as from this thesis work, 

can be helpful in future radio-occultation experiments.  The data from sensors onboard 

C/NOFS satellite can also be studied to analyze the gravity wave phenomena such as 

Large Scale Wave Structures (LSWSs) [6], Traveling Ionospheric Disturbances (TIDs) 
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[7] in ionosphere-thermosphere system which could play a role in seeding the RT 

instability leading to equatorial plasma bubbles. We can also seek to characterize other 

density structures we observed in the PLP ion-density observations such as positive 

enhancements (blobs) and sinusoidal or periodic variations to understand their 

morphology to find physical processes responsible.  
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Abstract With support from the NASA sounding rocket program, the Air Force Research Laboratory
launched two sounding rockets in the Kwajalein Atoll, Marshall Islands in May 2013 known as the Metal
Oxide Space Cloud experiment. The rockets released samarium metal vapor at preselected altitudes in the
lower F region that ionized forming a plasma cloud. Data from Advanced Research Project Agency
Long-range Tracking and Identification Radar incoherent scatter radar and high-frequency (HF) radio links
have been analyzed to understand the impacts of the artificial ionization on radio wave propagation. The HF
radio wave ray-tracing toolbox PHaRLAP along with ionospheric models constrained by electron density
profiles measured with the ALTAIR radar have been used to successfully model the effects of the cloud on
HF propagation. Up to three new propagation paths were created by the artificial plasma injections.
Observations and modeling confirm that the small amounts of ionized material injected in the lower F
region resulted in significant changes to the natural HF propagation environment.

1. Introduction

Since the 1950s after the availability of rockets for research purposes, experiments have been conducted to
inject various materials into the atmosphere for the purpose of creating perturbations to the ambient med-
ium [Bedinger et al., 1958; Rosenberg, 1963; Corliss, 1971; Davis, 1979; Wand and Mendillo, 1984; Bernhardt
et al., 2012]. Such ionospheric modification experiments in the form of chemical releases have been used
for various goals such as to measure neutral wind directions and shears, to detect plasma drift velocities
and electric fields, to exploit the ionosphere as a plasma laboratory without walls, to modify the plasma
density in the ionosphere to trigger larger scale phenomena, and many other uses [Bernhardt, 1987; Hu
et al., 2011; Shuman et al., 2015]. The Air Force Research Laboratory (AFRL) launched two sounding rockets
in the Kwajalein Atoll, Marshall Islands, in May 2013 known as the Metal Oxide Space Cloud (MOSC)
experiment. The sounding rockets, each carrying a payload of two 2.5 kg canisters of powdered samarium
metal in a thermite mixture, released samarium metal vapor at dusk at 170 and 180 km altitude, respectively.
A fraction of the samarium metal vapor ionized in the ambient environment, creating an additional layer of
plasma. The objectives of the experiments were to understand the dynamics, evolution, and chemistry of
Sm atoms in the Earth’s upper atmosphere; to understand the interactions of artificial ionization and the
background plasma; and to measure the effects on high-frequency (HF) radio wave propagation. A host
of diagnostic instruments were used to probe and characterize the cloud including the Advanced
Research Project Agency Long-range Tracking and Identification Radar (ALTAIR) incoherent scatter radar,
multiple GPS, and optical instruments, satellite radio beacons, and a dedicated network of high-frequency
(HF) radio links [Caton et al., 2017]. In this paper, we report the results from the HF sounder observations
and modeling those results with the ALTAIR radar data using the HF radio wave ray-tracing MATLAB
toolbox PHaRLAP. The modeling results enable us to understand the changes caused by the samarium
plasma cloud in the HF propagation environment and thus validate the extent to which we can model HF
propagation for other specified plasma perturbations. We have developed a new technique to model an
anomalous background ionosphere by assimilating oblique ionosonde data specifically to match observed
HF signal delays. The approach may have numerous applications for ionospheric specification for
HF propagation.
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In Figure 1, the site locations corre-
sponding to the HF links and the
ALTAIR incoherent scatter radar are
shown. In this work, we focus on the sig-
nals received at Wotho from transmit-
ters at Rongelap and Likiep. The
Rongelap-Wotho link geometry is pre-
dominantly N-S and the release region
is far from the great circle path, whereas
the Likiep-Wotho path is nearly mag-
netic E-W and the release point lies
close to the midpoint of the link.
Geographic coordinates for the sites
may be found in Table 1.

The first sounding rocket launch occurred
on 1 May 2013 at 07:38 UT, and the
samarium metal vapor release occurred

at 07:40:40 UT. The second sounding rocket launch occurred on 9 May 2013 at 07:23 UT, and the release occurred
at 07:25:40 UT. In both releases, approximately 10% of the samarium metal in the canisters ionized.

2. Observations

The Advanced Research Project Agency Long-range Tracking and Identification Radar (ALTAIR) at Kwajalein
Atoll was used to monitor the ionospheric state and track the evolution of the metal oxide space cloud.
Range-time-intensity displays of each release event are shown in Figure 2. The data gap during the first
release shown in Figure 2a was an intentional data management action to avoid a data file size limitation.
Recording was turned off for a period of about 2 min and turned back on approximately 30 s prior to the
samarium release. Improved prelaunch file management on the night of 9 May precluded the need to limit
data sampling during the second rocket flight as shown in Figure 2b.

The ionograms (Figures 3 and 4) from the oblique sounder data for the releases on 1 and 9 May 2013 show
the evolution of the ionosphere before and after the release of the samarium metal vapor in the ambient
environment. Both Likiep and Rongelap used broadband folded dipole transmit antennas approximately
12 m long connected to 100 W power amplifiers to transmit swept frequency waveforms from 2–30 MHz
every 5 min at the rate of 100 KHz/s. The timing for both transmitters and receivers was synchronized by
GPS-disciplined clocks. The ionograms shown in the figures were recorded at Wotho using a simple 1 m dia-
meter loop antenna. Plots show data from only 2–14 MHz since no signatures were observed at higher fre-
quencies. The titles include the start time of the frequency sweep (2 MHz); end time at 14 MHz is 120 s
later. In prerelease sweeps on 1 May, E-layer traces are also seen in the ionograms in addition to the ground
wave and F region traces, whereas the E-layer trace is not seen on 9 May, suggesting that the E region is not
present during the second release. The E-layer echoes present on 1 May are due to sporadic E [Davies, 1990],
as the traces extend to 10 MHz or so, well beyond the peak plasma frequency expected in the E region at this
local time (approximately 18:20 LT). The F region traces are further seen to be split into two characteristic
components: ordinary and extraordinary waves. The effects of the artificial plasma cloud are clearly seen in
the postrelease sweeps along both Rongelap-Wotho and Likiep-Wotho paths. Two additional traces, denoted
as the “MOSC” layer and the secondary F region echo, are evident, suggesting significant change in the pro-
pagation environment of the HF radio waves due to the metal oxide plasma cloud. SmO+ layer density

(approximately 10 MHz at early times)
is similar in both cases and observed
initially on all links. The density of the
artificial cloud is observed to fall rapidly
over time scales of a few minutes, and
the signatures disappear completely
within about 15 min. The difference
between the secondary F region echo

Figure 1. Site locations in Marshall Islands. Tx = transmitter, Rx = receiver.
The MOSC release point is midway between Likiep and Wotho.

Table 1. Geographic Co-Ordinates

Site Latitude (°N) Longitude (°E)

Rongelap 11.152 166.838
Likiep 9.826 169.307
Wotho 10.174 166.005
ALTAIR 9.395 167.479
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and F region trace is smaller along the Likiep-Wotho path compared to the Rongelap-Wotho path, the reason
of which is explained in section 4.2. A more detailed description of the cloud’s evolution can be found in
Pedersen et al. [2017]; here we focus on modeling the HF propagation observed during the first few minutes
after the release. The SmO+ plasma also triggered significant modification of HF propagation in the F region.

In the first postrelease frequency sweep initiated less than 40 s after the release on 1 May, the Likiep-Wotho
path has an MOSC signature only in the high end of the frequency sweep above f = 8MHz (Figure 3d), yet the
Rongelap link shows a robust signature beginning at less than 4MHz (Figure 3c). The subsequent sweep 5min
later shows a solid MOSC trace at lower frequencies only on both paths (Figures 3e and 3f). Moreover, MOSC
signature is present across most of the frequency bands on both links in the second release during all phases
of the observations (Figures 4c–4f). Potential reasons for the lack of signals on the Likiep-Wotho path in the
lower portion of the HF frequency band during the first release will be discussed later in this paper.

3. Modeling

Since Haselgrove [1955] set down the differential equations governing raypaths in an anisotropic medium for
numerical integration techniques [Haselgrove, 1955], the equations have been used extensively [Jones and
Stephenson, 1975; Coleman, 1993; Zawdie et al., 2016] to study the propagation of HF energy through the
ionosphere. In our work to model the HF sounder observations, we have used PHaRLAP, a HF radio wave
ray tracing MATLAB toolbox developed by Dr. Manuel Cervera, that contains a variety of ray tracing engines
of various sophistications from 2-D ray tracing to full 3-D magnetoionic ray tracing [Cervera and Harris, 2014].

Figure 2. (a) First release: (top) the ALTAIR radar range-time-intensity (RTI) plot shows a rapidly rising F-layer of the
ionosphere (disturbed condition). (b) Second release: (bottom) the RTI plot shows a quiescent ionosphere typical of the
equatorial region just prior to the onset of the prereversal enhancement period.
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Modeling the sounder observations involved insertion of a three-dimensional plasma cloud representing the
MOSC into a background ionosphere and then using full 3-D magnetoionic ray-tracing to understand the var-
ious propagation modes induced by introduction of Sm+ ions in the ambient plasma. Prior to the first
release on 1 May the ionosphere was rising rapidly (vz ≥ 50 m/s), potentially responding to a minor
magnetic perturbation (Dst ~ �50), and spreads F formed within minutes after the release as observed
in the sounder data and ALTAIR radar scan. For the second release, the ionosphere was quiescent as seen
in the sounder observations and the radar scan. Hence, we present the modeling efforts for the background
ionosphere and samarium cloud for the second release in section 3.1 before those for the first release
(section 3.2).

Figure 3. First release: sounder observations of the ionosphere before and after the release of the samarium metal vapor
(a, c, and e) along Rongelap-Wotho path and (b, d, and f) along Likiep-Wotho path.
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At early times immediately after the release, the cloud appeared to be symmetric optically and the ALTAIR
radar scan also showed a symmetric density profile [Caton et al., 2017]. Before- and after-release density pro-
files along with the symmetric 3-D representation for the samarium plasma cloud derived from ALTAIR are
shown in Figure 5 where a prerelease electron density profile (Figure 5a) and a postrelease profile (Figure 5b)
clearly show the contribution of the samarium plasma. A model cloud based on these observations was
inserted into the background ionosphere for ray-tracing. A graphical representation of the digitized cloud
is shown in Figure 5c, while a false-color image of the cloud itself is shown in Figure 5d. The image was
acquired with the AFRL bare CCD camera through a 630 nm filter approximately 4 min after release. The
cloud still appears spherical at this time which corresponds to the end of the first postrelease HF frequency
scans presented in Figure 4.

Figure 4. Second release: sounder observations of the ionosphere before and after the release of the samarium metal
vapor (a, c, and e) along Rongelap-Wotho path and (b, d, and f) along Likiep-Wotho path.
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An ionospheric model was used for the background because we did not have adequate knowledge of the
ionosphere across the whole region of interest. The approach was to constrain the background model with
calibrated ALTAIR radar observations at a specific location and then use the model to represent the
ionosphere across a region that extended approximately 200 km north and ±200 km E-W from the point
of the radar observations. We used the Parameterized Ionospheric Model (PIM) [Daniell et al., 1995] and
the International Reference Ionosphere (IRI-2012) [Bilitza et al., 2014] as the background model iono-
spheres for ray-tracing. The reason for using two models rather than just one will be made clear shortly.

The IRI is an empirical model ionosphere developed as a joint project of the Committee on Space Research
and the Union Radio Scientifique Internationale. For a given location, time, and date, IRI provides the median
monthly values of electron density, the electron temperature, and ion composition in the altitude range from
50 km to 2000 km. The major data sources for the IRI model are the worldwide network of ionosondes, the
powerful incoherent scatter radars, (Jicamarca, Arecibo, Millstone Hill, Malvern, St. Santin), the International
Satellites for Ionospheric Studies and Alouette topside sounders, and in situ instruments on several satellites
and rockets.

The PIM is a global ionospheric and plasmaspheric model based on combined output from the Global
Theoretical Ionospheric Model for low and middle latitudes. PIM produces electron density profiles between
90 and 25,000 km altitude, in addition to other profile parameters such as corresponding critical frequencies
and heights for the ionospheric E and F2 regions, and total electron content.

Figure 5. (a) The ALTAIR radar profile before the release of the samarium metal vapor. (b) The radar profile approximately
30 s postrelease. (c) The two-dimensional view of the model cloud through its center is shown. The central pixel
corresponds to fpe = 7.44 MHz. (d) A false-color image of the illuminated cloud acquired with the AFRL bare CCD all-sky
imager approximately 4 min after release on 9 May 2013. The cross-hair indicates the look-angle of the ALTAIR radar.
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3.1. Ionospheric Model for Samarium
Release on 9 May

For the second release in which the
background ionosphere exhibited
typical quiescent characteristics, good
agreement between the PIM model
and the ALTAIR radar observations were
obtained by making a small change in
the F10.7 flux input to the model, as
shown in Figure 6. The objective was
to obtain a good fit primarily to the
bottomside to ensure accurate HF
propagation modeling.

3.2. Ionospheric Model for Samarium
Release on 1 May

For the first release which had a dis-
turbed and rapidly rising ionosphere,
no standard model could be fitted to
match the background ionosphere. We
tried to minimize the difference
between the model ionospheric profile
and the ALTAIR radar profile at the
MOSC release location by an optimiza-
tion technique known as the Nelder-

Mead Downhill Simplex method [Nelder and Mead, 1965; Press et al., 2007]. We used the native “fminsearch”
function in MATLAB to optimize the difference between the ALTAIR radar ionospheric profile and the model
profile (Figure 7a). Since PIM did not have enough accessible degrees of freedom, this optimization technique
gave good results only with the IRI model. An altitude-dependent scale vector was obtained by dividing the
optimized IRI profile by the initial IRI profile, and this was subsequently used to scale the entire IRI 3-D grid.
However, when the optimized results were used on the Rongelap-Wotho path (~150 km NW of ALTAIR scan),
the modeled delay did not match observations with sufficient accuracy, presumably because the disturbed
ionosphere gradients were not well represented by the scaled climatological model output. After experi-
menting with a number of approaches we succeeded in modeling the background ionosphere along the ray-
path by applying frequency-specific multipliers to the altitude-dependent scale vector; results are shown in
Figure 7b. The variations in the multipliers were not large, but they facilitated a good fit between the mod-
eled and observed profiles. The multipliers were determined by adjusting the ionosphere using ray tracing
to minimize the difference between the observed and modeled signal delays. The primary objective is not
to develop a good model of the ionosphere, but rather, to optimize our ability to model the HF propagation
environment. The priority is for the primary F region modes to match the observations with high fidelity, so
when the samarium cloud is introduced one can have high confidence in the propagation model results.

4. HF Propagation Modeling Results and Discussion

Ray-tracing was performed for both the releases after inserting the 3-D plasma cloud into the background
ionosphere. It confirmed and explained the changes in propagation modes of the HF radio waves due to
the artificial plasma cloud.

4.1. Rongelap-Wotho Path

As shown in Figure 8a, the Rongelap-Wotho path is nearly N-S and the release point is well off the great circle
path connecting the two atolls. Up to three additional paths due to the presence of the samarium plasma
cloud for the received HF energy have been identified. Rays reflected directly from the transmitter off the
cloud account for the low delay MOSC trace. Meanwhile, the secondary F region traces may be formed in
two ways. One path consists of reflection first by the F-layer to the MOSC cloud and subsequent reflection

Figure 6. PIM and ALTAIR radar electron density (Ne) profiles displayed as
equivalent plasma frequency (f p≈

ffiffiffiffiffi

Ne
p

, in MKS units). The PIM bottomside
fits well with the observed ATLAIR profile. The disparity below about
125 km corresponds to a very low density/frequency (<103 cm�3/1 MHz)
that will not have an appreciable effect on radio waves propagating
above about 2 MHz.
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to the receiver site (high elevation). The other path is defined by waves that propagate directly to the
samarium cloud, reflect to the F region, and are then reflected to the receiver (low elevation). The
elevation angles so defined refer to the angle between the transmitted HF signal and the ground at the
transmitter. Figure 8b shows a graphical representation of the various propagation modes identified to
model the time delays shown in Figure 8c. The match between the observations and the model results
suggests that both the high- and low-elevation angle paths contributed to the observed F region
secondary layers. We note that the low-elevation propagation mode corresponds to smaller delay
compared to that of the high-elevation propagation mode in the F region secondary trace (Figure 8c). This
is as expected as the low-elevation mode has a shorter path. From the geometry all the observed
signatures confirm that the cloud scattered and/or refracted HF energy well off the great circle path. Rays
were traced for a number of selected frequencies. Ray-tracing gave excellent results which agree with the
sounder observations (Figures 8c and 8d). For the first release (Figure 8d), the additional MOSC and F
region secondary layers are also modeled to be close to the observed layers validating the modeling
approach and the technique developed to build a disturbed background ionosphere.

For both releases, the sounder observations show greater frequency extent for both the MOSC samarium
layer and the F region secondary layer than the model results. Reasons for the discrepancy include inade-
quate spatial resolution of the MOSC plasma cloud in the model and a low estimate of the peak plasma
density in the cloud obtained from the radar observations. The high-density center of the cloud is contained
in a layer just a few hundredmeters on a side, which represents a very small target for ray tracing calculations,
particularly for accurately homing rays from a transmitter to a receiver. In fact, it is challenging to resolve the
structure adequately in both space and time with the ALTAIR radar. The observations presented in Figure 5b
are the true cloud density convolved spatially with the radar beam width and pulse resolution and the time
period over which the measurements were integrated. The measurements provide a good estimate of the
average parameters of the cloud over a 60 s window, but they do not represent a precise characterization
of the plasma cloud at the subkilometer resolution needed to describe the structure in full detail. This does
not present a critical problem, however, because the primary objectives to identify and characterize the new
propagation modes introduced by the cloud can be achieved without an extremely high fidelity representa-
tion of the electron density in the cloud. The radar-derived spatial and plasma parameters are sufficient for
this purpose.

4.2. Likiep-Wotho Path

Similar analysis was performed along the Likiep-Wotho path, shown in Figure 9a. This path was selected
because the samarium release point lies nearly at the midpoint of the great circle path between the transmit-
ter (Likiep) and the receiver (Wotho). The same modes to/from the cloud and the F region were observed in

Figure 7. (a) The Nelder-Mead Downhill Simplex method applied to optimize IRI in the vicinity of ALTAIR radar data. (b) A
second frequency-dependent optimization procedure was applied to assimilate the sounder data along the R-W path.
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this geometry, but the differences in delay between the normal F-layer path and the delayed paths (F region
to cloud; cloud to F region) were significantly smaller than for the Rongelap-Wotho geometry as expected
due to the coplanar geometry (see Figure 9b). Rays traced for various frequencies reproduced the
additional MOSC and F region secondary layers close to the observations for both releases (Figure 9). As
mentioned previously, one significant feature of the observations that remains to be explained is the
absence of lower frequency signals (below ~8 MHz) refracted directly from the samarium cloud to the
receiver on the Likiep-Wotho path within the first few minutes postrelease on 1 May 2013.

The lack of lower frequency signals on the nearly great circle path is noteworthy because relatively strong
lower frequency signals are observed on the distinctly nongreat circle Rongelap-Wotho link at the same time.
Moreover, lower frequency signals are present on both links throughout the observing period during the sec-
ond release on 9 May. One possible explanation is enhanced absorption during the early scan period on the
Likiep-Wotho path. This absorption is frequency-dependent and would normally be associated with an
enhanced E- or D region not expected to be present at the time of the observations (18:47 SLT). A

Figure 8. (a) Rongelap-Wotho geometry. (b) Various propagation modes for 6 MHz in second release. Excellent agreement
between model and observations: (c) second release and (d) first release.
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comparison of the relative intensities of the F region traces at frequencies below 8 MHz clearly shows that
there is little to no difference between the first and second postrelease scans on 1 May or the scans from
the second release on 9 May. Absorption does not appear to be a viable mechanism for the observed
absence of power.

The primary geophysical difference between the 1 May and the 9 May releases was the presence of spora-
dic E (Es) on the night of the first release. A reasonably strong Es layer is visible on the Rongelap-Wotho link
(Figures 3a, 3c, and 3e) extending to about 10 MHz frequency. A faint Es trace may be observed during the
same time on the Likiep-Wotho path. On neither path does the layer appear to be blanketing in terms of
masking the F region returns or the return from the samarium cloud on the Rongelap path. But that does
not preclude the possibility that the path to the samarium cloud from Likiep, which is significantly different
than the direct paths to both the F and E regions, may have been partially or wholly obscured by local
sporadic E at the lower frequencies consistent with the lack of power observed below 6 MHz on the night
of 1 May.

Figure 9. (a) Likiep-Wotho geometry. (b) Various propagation modes for 6 MHz in second release. Close agreement
between model and observations: (c) second release and (d) first release.
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The severity of the effect may have been
exacerbated by the reduced received
power at low frequencies on the
Likiep-Wotho path relative to the
Rongelap-Wotho path. HF transmissions
at Likiep were weaker overall than
those from Rongelap and considerably
weaker at frequencies below 8 MHz. In
fact, between 2 and 6 MHz the
observed average signal strengths at
Wotho were more than 20 dB below
the corresponding signals from
Rongelap, as shown in Figure 10. The
curve in the figure shows the ratio of
power from Likiep/Rongelap as a func-
tion of frequency and was derived from
averaging 10 scans during different
quiet periods characterized by an
absence of spread F and low E region
density. A straight line fit to the data
is also plotted to demonstrate the
trend of the frequency dependence.

Differences in path length between the two sites account for some of the observed SNR differences,
approximately 6 and 2.5 dB for E and F region paths, respectively. A more significant contribution to the
disparity may result from the transmit antenna installations at the two sites. The antenna at Rongelap
was mounted on a tower some 18 m above ground, while the Likiep antenna was suspended from trees
at a height of just 4 m. Although we do not have sufficient details to calculate the exact differences in gain
at the two sites, it is well known that the impedance of a dipole antenna changes dramatically as the instal-
lation height decreases below one-fourth wavelength (see, e.g., ARRL Antenna Handbook [American Radio
Relay League, 1974]); the resulting impedance mismatch greatly reduces the radiation efficiency of the
antenna. The 18 m height of the antenna at Rongelap corresponds to one-fourth wavelength at about
4.2 MHz; the 4 m high antenna at Likiep would transmit much less efficiently at this frequency, though
the relative response would be expected to improve rapidly as the frequency increases, as has been
observed. Similarly, one would expect the masking efficiency of Es to decrease as the transmitted fre-
quency increases. Thus, we believe that a combination of factors including path length, antenna efficiency,
and Es masking effectiveness was responsible for the absence of lower frequency signals scattered by the
samarium cloud from Likiep on the evening of 1 May. Of course, differences in the path lengths and
antenna efficiencies were common to all the observations, while sporadic E was present only during the
first release. However, the reduced signal strengths imposed by the common propagation factors from
Likiep mean that relatively modest Es masking is needed to explain the observations.

A high-density plasmasphere placed in a low-density plasma background behaves as a divergent lens for
radio waves; the signals will always be refracted away from the center. Figure 11 (top) shows such a simulated
sphere, while Figure 11 (bottom) displays the relative signal strength for an 8 MHz plane wave traveling from
left to right in the figure. The propagation results, derived from a wave-optics calculation [Hocke and Igarashi,
2003], show clearly how the power diverges as the wave propagates through the sphere. In this scenario it is
plausible that the power from waves below 8MHz was refracted off axis passing through the samarium cloud
and was not received along the great circle path at Wotho; signals at higher frequencies would suffer less
refraction and could thus reach Wotho. Meanwhile, the same plasma cloud could refract (or scatter) energy
through acute angles such that signals from Rongelap were observed far off the great circle path, consistent
with the actual observations. A detailed analysis of the cloud and geometry for the MOSC releases was per-
formed. The results show that the region where refractive effects would be most effective in creating a signal
void (“shadow”) lies beyond Wotho. Indeed, the ray tracing results shown in Figure 9d specifically predict a
signature at the lower frequencies where none is observed. Although it is treated as a sphere in our

Figure 10. HF power received at Wotho from Likiep relative to Rongelap
as a function of signal frequency (Likiep/Rongelap). The straight line
shows a linear fit of the data. The received power from Rongelap was
considerably higher at low frequencies.
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model, the actual shape and density dis-
tribution of the cloud determine the
detailed HF propagation effects. Some
elongation along the magnetic field is
expected, even at early times, and the
true shape undoubtedly differs from
our simple model. Interestingly, the
divergent effects of the cloud would
be expected to persist much longer
than the effects visible on the oblique
ionograms shown in Figures 3 and 4.
The divergence effect requires only
small refraction angles along the direc-
tion of propagation, while large refrac-
tion angles are required to generate
traces directly from the artificial plasma
cloud. Thus, even signals at frequencies
well above the maximum plasma fre-
quency in the cloud will experience
some level of divergence as they
pass through.

5. Conclusions

The results presented here account for
the features of the modified HF propa-
gation environment observed at early
times during the MOSC samarium
release experiments. We have shown
that ray tracing techniques may be used
to model the disturbances caused by
artificial ionospheric modification. The
samarium plasma clouds created at

least three additional HF propagation paths in the ionosphere. One path is directly from the transmitter to
the cloud to the receiver, while two others involve propagation between the F region and the cloud: in
one case interacting with the cloud first, reflecting off the F region to the receiver, and in the other reflecting
from the F region first and then reaching the receiver antenna by refraction from the cloud. These effects
were observed both on a great circle path and a markedly nongreat circle path where the refraction angle
exceeds 90°. Additionally, a dropout in the lower portion of the HF band was observed on the great circle
path between Likiep and Wotho minutes after the first release. An analysis of several potential causes reveals
that the most probable explanation is masking due to sporadic E which is exacerbated by the greater dis-
tance from Likiep to Wotho and the lower transmitted signal power relative to Rongelap.

For modeling the background plasma, when constrained by ALTAIR radar electron density profiles, the
Parameterized Ionospheric Model (PIM) provided an excellent representation of the low-latitude ionosphere
during quiet conditions. Not surprisingly, neither PIM nor IRI was able to accurately specify local gradients
during a modest magnetic disturbance. However, IRI’s flexibility and convenient access to parameters within
the model supported the use of a minimization technique for constructing a valid regional ionosphere.
Ray-tracing confirms the sounder observations to a high degree of fidelity. Changes in the natural propaga-
tion environment can thus be successfully modeled, and the effects from arbitrary artificial plasma environ-
ments can be predicted with accuracy. Finally, though not observed directly in these measurements,
modeling predicts that the samarium cloud will behave like a divergent lens resulting in “HF voids” or shadow
zones where the HF signal is excluded downstream from the sphere. For the geometry in the present experi-
ment the shadow zones are predicted to lie beyond the range of the most distant receiver site, but such
effects could readily be characterized in future experiments.

Figure 11. (top) Background environment and plasma distribution for a
spherical artificial cloud. (bottom) Wave-optical calculation for 8 MHz
radio wave propagation through the artificial cloud.
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