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ABSTRACT

Many phenomena in nature that involve ordering in time can be understood as collective

behavior of coupled oscillators. One paradigm for studying a population of self-sustained

oscillators is the Kuramoto model, where each oscillator is described by a phase variable,

and interacts with other oscillators through trigonometric functions of phase differences.

This dissertation studies N identical Kuramoto oscillators in a general form

θ̇j = A+B cos θj + C sin θj j = 1, . . . , N,

where coefficients A, B, and C are symmetric functions of all oscillators (θ1, . . . , θN).

Dynamics of this model live in group orbits of Möbius transformations, which are low-

dimensional manifolds in the full state space.

When the system is a phase model (invariant under a global phase shift), trajectories in a

group orbit can be identified as flows in the unit disk with an intrinsic hyperbolic metric. A

simple criterion for such system to be a gradient flow is found, which leads to new classes

of models that can be described by potential or Hamiltonian functions while exhibiting a

large number of constants of motions.
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A generalization to extended phase models with non-identical couplings gives rise to

richer structures of fixed points and bifurcations. When the coupling weights sum to zero,

the system is simultaneously gradient and Hamiltonian. The flows mimic field lines of a

two-dimensional electrostatic system consisting of equal amounts of positive and negative

charges. Bifurcations on a partially synchronized subspace are discussed as well.
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To reduce is to gain; Sophistication leads to confusion.

Tao Te Ching, Chapter 22
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CHAPTER I

Introduction

In a letter to his father in 1665, Dutch physicist Christiaan Huygens, who is now known

for his work on vibrations and waves, wrote (Pikovsky et al., 2003):

While I was forced to stay in bed for a few days and made observations on

my two clocks of the new workshop, I noticed a wonderful effect that nobody

could have thought of before. The two clocks, while hanging [on the wall]

side by side with a distance of one or two feet between, kept in pace relative

to each other with a precision so high that the two pendulums always swung

together, and never varied. While I admired this for some time, I finally found

that this happened due to a sort of sympathy: when I made the pendulums

swing at differing paces, I found that half an hour later, they always returned

to synchronism and kept it constantly afterwards, ... [this sympathy] in my

opinion, cannot be caused by anything other than the imperceptible stirring of

the air due to the motion of the pendulums.

This is the first record of mutual synchrony in scientific literature. Interestingly, from the

perspective of dynamical systems, Huygens’ observation contains several key elements: a

system of self-sustained oscillators (two pendulum clocks), a fixed point (the synchronism),
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Figure 1.1:
Synchronous flashing of fireflies at the Great Smoky Mountains National Park
in June 2015 (taken by a friend of the author).

stability of the fixed point upon perturbations (“always returned to synchronism”), and a

coupling mechanism (stirring of the air due to pendulums’ motion).

Ever since the era of Huygens, European travelers to southeast Asia came home with

colorful anecdotes about synchronous flashings of fireflies that stretch for miles along river-

banks (Strogatz, 2004). In fact, similar phenomena that involve self-organization and or-

derings in time are common in nature. Chirping crickets, bumping heart cells, bursting

neurons, are just a few examples.

All of them, to some extent, can be thought of as collective behaviors of nonlinear

oscillators, which exhibit independent oscillations (thus a well-defined phase, see Figure

1.2) when isolated and coherent dynamics when coupled together. The coupling can be

pulsatile or continuous, depending on specific physical or biological mechanisms behind

the signal transmission process. When the coupling is weak, each oscillator maintains

its motion with adjusted phase and/or frequency. Loosely speaking, each self-sustained

oscillator can be considered as a stable limit cycle in a state space. It is the freedom of the
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phase (i.e. the neutrality along the limit cycle) that makes mutual entrainment possible.

1.1 Early work of Winfree and Kuramoto

Although people have been intrigued by the rich patterns that show temporal ordering

for centuries, the study of coupled self-sustained oscillators has a relatively short history.

One decisive step along this direction came in 1967, when Arthur Winfree, then a graduate

student at Princeton, proposed a phenomenological model for N coupled oscillators (Win-

free, 1967). He treated each oscillator as a phase variable θj with a natural frequency ωj

drawn from some distribution g(ω). Oscillators evolve according to N coupled ordinary

differential equations (ODEs),

θ̇j = ωj + Z(θj)
N∑
l=1

X(θl), j = 1, . . . , N. (1.1)

Here, the sum
∑

lX(θl) describes the influence from the whole population. The response

of oscillator j depends on the sensitivity function Z(θj) on receiving the influence.

Winfree found a transition from an incoherent state where all oscillators move at their

own pace to a coherent state where a subset of the population moves in unison. This transi-

tion results from a competition between the spread-out in the natural frequency and the cou-

pling function. For a fixed coupling strength, as the system becomes more homogeneous,

there is a threshold for the width of g(ω) above which oscillators start to synchronize.

Eight years later, inspired by Winfree’s discovery, Yoshiki Kuramoto derived a more

tractable model (Kuramoto, 1975). Using physical arguments and perturbative averaging

method, Kuramoto showed that long-term dynamics for N weakly-coupled limit-cycle os-

3



Figure 1.2:
Upper left panel: The phase portrait for a simple harmonic oscillator ẍ =
− k
m
x ≡ −ω̃2x. Each closed orbit is characterized by mechanical energy

E = 1
2
mẋ2 + 1

2
kx2 (the constant of motion) and is neutrally stable.

Upper right panel: The phase portrait for a Van der Pol oscillator ẍ =
−ω̃2x + β(1 − x2)ẋ. A stable limit cycle attracts all initial conditions and
corresponds to quasi-periodic oscillations with period T .
Lower panel: Defining a phase variable on a limit cycle: θ(t) = 2πt

T
as fractions

of the period. A limit cycle oscillator is described by uniform flows θ̇ = ω with
natural frequency ω = 2π

T
.

4



cillators are determined by their phase differences,

θ̇j = ωj +
N∑
l=1

Γjl(θl − θj). (1.2)

He then considered a solvable form for Γjl, Γjl(θl − θj) = K
N

sin(θl − θj) with K denoting

the coupling strength. Namely, the coupling function is assumed to be identical, all-to-all

and sinusoidal,

θ̇j = ωj +
K

N

N∑
l=1

sin(θl − θj). (1.3)

This is the Kuramoto model, which has become a classic paradigm for studies of coupled

oscillator systems.

Since the phase of an oscillator is between 0 and 2π, it can be visualized as a point on

the unit circle and represented by a complex number zj = eiθj . Now for a population of

oscillators, a useful quantity that characterizes synchrony is the average of all zj’s,

Z1(z) = 〈z〉 =
1

N

N∑
l=1

eiθl =
1

N

N∑
l=1

zl, (1.4)

which is also known as the order parameter, or the first moment, or the center of mass of N

points on the unit circle. Since Z1 is a complex number, it can be written as Z1 = Reiψ.

When all oscillators are synchronized, θj = ψ, ∀j. The amplitude of Z1 becomes the

unity, |Z1| =
∣∣∣ 1
N

∑N
l=1 e

iψ
∣∣∣ = |eiψ| = 1. When the population is completely incoherent,

the average should sum up to zero, |Z1| = 0. Therefore, a finite |Z1| indicates the onset of

synchrony, as shown in Figure 1.3.

Since the coupling term can be reduced as

1

N

N∑
l=1

sin(θl − θj) = R sin(ψ − θj),

5



Figure 1.3:
Left panel: An illustration of six Kuramoto oscillators (gray filled circles) mov-
ing counterclockwise on the unit circle. The order parameter Z1 = 1

6

∑6
j=1 e

iθj

is denoted as a black straight arrow with an amplitude R and a phase ψ.
Right panel: The amplitude of the order parameter Z1 of the Kuramoto model
[Eq. (1.3)] as a function of the coupling strength K in the large N limit. The
synchronization transition occurs at a critical value Kc. The upper right inset
figure shows the fully synchronized state (the sync state) with |Z1| = 1. The
lower left inset figure shows an incoherent state (the splay state) with |Z1| = 0.
Note that entire incoherent branch has neutral stability.

the ODE for θj has a simpler form,

θ̇j = ωj +KR sin(ψ − θj). (1.5)

The amplitude R and the phase ψ of the order parameter Z1 can be solved self-consistently

for a given frequency distribution.

Kuramoto first did that calculation and found a critical valueKc for the synchronization

transition (see Figure 1.3): 
|Z1| > 0 K ≥ Kc

|Z1| = 0 K < Kc

.

For a symmetric frequency distribution g(ω) = g(−ω), Kuramoto found that Kc is deter-
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mined by the central frequency, Kc = 2
πg(0)

. He also obtained the correct scaling for the

amplitude R(K) ∼ (1−Kc/K)1/2 for K ≥ Kc with a Lorenzian frequency distribution.

1.2 Neutral Stability and Low-dimensional Dynamics

After Kuramoto’s original work, lots of effort (Acebrón et al., 2005) have been made

to understand his model. Researchers in the late 80s and early 90s were intrigued by the

stability problem (Strogatz, 2000): It would be satisfactory to show the synchronization

transition as a result of some bifurcation when K varies.

In the large N limit, one can use a time-dependent density ρω(θ, t) to describe the

probability of finding oscillators with natural frequency ω in [θ, θ + dθ) on the unit circle

at time t. The density satisfies the normalization condition,
∫ 2π

0
ρω(θ, t) = 1, and evolves

according to the continuity equation,

∂ρ

∂t
+

∂

∂θ
(ρv) = 0, (1.6)

where v is the instantaneous velocity of oscillators at phase θ,

v(θ, t) = ω +KR sin(ψ − θ). (1.7)

The order parameter then becomes the expectation value with the density ρω(θ, t) and the

frequency distribution g(ω),

Z1 = 〈z〉 =
〈
eiθ
〉

=

+∞∫
−∞

dωg(ω)

2π∫
0

dθρω(θ, t)eiθ. (1.8)

A linearization analysis (Strogatz and Mirollo, 1991) found that the incoherent, uniform

state ρ = 1
2π

has a continuous spectrum lying on the imaginary axis when K < Kc. A real,

7



positive eigenvalue emerges at K = Kc, stabilizing the coherent (i.e. sync) state. This

result confirms Kuramoto’s heuristic mean-field argument when K > Kc . However, it

shows that the incoherent state is neutrally stable when K < Kc. The origin of this neutral

stability was unclear at that time.

Another well-studied system that sheds light on the Kuramoto model is superconduct-

ing Josephson junction arrays with a constant driving current and a purly resistive load.

In the over-damped region, each junction can be described by a phase oscillator whose dy-

namics are governed by a dimensionless ODE driven by a first-order trigonometric function

(Tsang et al., 1991; Marvel et al., 2009),

θ̇j = Ω− (b+ 1) cos θj +
1

N

N∑
l=1

cos θl. (1.9)

Here Ω is the natural frequency, b is determined by the resistance of the junction. This

system can be mapped to the Kuramoto model under certain conditions.

In the early 90s, of particular interest was a highly symmetric configuration called the

“splay state” (see the inset in Figure 1.3), where all oscillators are equally staggered in

phase, θj(t) = φ(t − jT/N) with j = 1, . . . , N and φ denoting a periodic function of

period T . Since the order parameter is zero for the splay state, it is a finite-N version of the

incoherent state of Kuramoto model. Similar neutral stability was found (Mirollo, 1994).

The first successful attempt of solving the neutral stability puzzle was made by Strogatz

and Watanabe (Watanabe and Strogatz, 1993, 1994). They consider N identical globally-

coupled phase oscillators under the evolution

θ̇j = A+B sin θj + C cos θj j = 1, . . . , N, (1.10)

where coefficients A, B and C are real symmetric functions in (θ1, . . . , θN) that are the

8



same for all oscillators. Note that the Kuramoto model [Eq. (1.3)] and the Josephson

junction arrays [Eq. (1.9)] are two special cases of this general form.

Through a nearly sixty pages calculation, Watanabe and Strogatz (WS) constructed

N − 3 independent constants of motion. The remaining three degrees of freedom define a

three-dimensional manifold. The full state space (the N -dimensional torus TN ) is foliated

into a family of 3D manifolds, each one characterized by N − 3 constants of motion. Sim-

ilar to equal-energy surfaces in a Hamiltonian system (Figure 1.2), these low-dimensional

manifolds are neutrally stable.

WS further proved that there is at least one incoherent fixed point on each 3D mani-

fold. Perturbation along the splay orbit is neutral (e.g. applying a global rotation), while

perturbing in other N − 3 directions leads to an orbit in a different 3D manifold, which

does not go back to the original orbit. So there are N − 3 + 1 = N − 2 neutral directions,

which explained an earlier numerical observation (Nichols and Wiesenfeld, 1992).

The WS theory thus is recognized as one of the most important work in studies of

identical Kuramoto systems. However, the origin of those constants of motion and low-

dimensional manifolds awaits a lucid explanation.

On the continuous side (N → ∞), a long-sought low-dimensional reduction scheme

for the classical Kuramoto model was proposed by Ott and Antonsen (Ott and Antonsen,

2008, 2009; Ott et al., 2011), also known as the Ott-Antonsen (OA) ansatz. They made two

observations:

1. Existence of a 2D invariant manifold: A special class of densities ρω(θ; r, ϕ) are

invariant under the evolution of Eqs. (1.6) and (1.7). For a given frequency ω, they

have the form of a Poisson density,

ρω(θ; r, ϕ) =
1

2π

1− r2

1− 2r cos(θ − ϕ) + r2
, (1.11)
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which is parameterized by two real numbers r ∈ [0, 1] and ϕ ∈ [0, 2π]. The domain

of r and ϕ is a closed disk. Every point in the disk corresponds to a density ρ. This

essentially establishes a 2D invariant manifold for each frequency ω in the infinite-

dimensional state space of the Kuramoto model.

2. Conditional low-dimensional dynamics of the order parameter: If the dependence

of the Poisson density on the frequency satisfies certain analyticity conditions, the

order parameter [Eq. (1.8)] has asymptotic dynamics on a low-dimensional invariant

manifold (Mirollo, 2012).

The OA ansatz immediately received a lot of attention and has been generalized to various

types of coupled oscillators (Pikovsky and Rosenblum, 2015).

To understand the genesis of the OA ansatz and its connection to the WS theory, Marvel

et al.(Marvel et al., 2009) pointed out that the key is group theory. We will explain this point

in greater detail in Chapter 2. For now, here is a brief summary:

For systems in the form of Eq. (2.1), the time-evolution θj(t) is a unit-disk-preserving

Möbius transformation on an initial condition (Pikovsky and Rosenblum, 2008; Marvel

et al., 2009), θj(t) = Mtθj(0). Such Möbius transformations M form a three-dimensional

group G (Marvel et al., 2009). The group action on a base point p = (θ1, . . . , θN) ∈

TN generates a group orbit Gp = {Mp|M ∈ G}, which is a 3D manifold in TN . The

full state space TN is then decomposed into different group orbits, which are all invariant

under the flow of Eq. (2.1). On each group orbit there are N − 3 constants of motion

identified as cross-ratios of oscillators’ configuration (Goebel, 1995). Therefore, the neutral

3D manifolds found by WS are essentially group orbits of Möbius transformations. In

addition, the Poisson density ρω(θ), which is of central importance in the OA ansatz [Eq.

(1.11)], naturally emerges as the Jacobian of Möbius transformations on the unit circle.

This group-theory-based framework not only explains the neutral stability in the WS
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theory and low-dimensional dynamics in the OA ansatz (Mirollo, 2012), it also leads to

a complete classification of attractors for Kuramoto network (Engelbrecht and Mirollo,

2014): For N > 3, the possible attractors are fixed points or limit cycles of either fully

synchronized states or (N − 1, 1) states (N − 1 oscillators are synced with one outlier).

1.3 Motivation and Outlines

Given the success of group theory analysis, there is a missing piece in interpreting the

WS theory: They considered the effect of adding a phase shift δ to the sinusoidal coupling,

or the “cosine” model,

θ̇j = ω +
1

N

N∑
l=1

cos(θl − θj − δ). (1.12)

The ODE is unchanged under a global phase shift, θj → θj + c for any real angle c. This

additional symmetry further reduces the state space to a family of 2D manifolds. On each

2D manifold, WS constructed a functionH with Ḣ = |Z1| sin δ. It becomes a new constant

of motion when δ = 0, and can be interpreted as the Hamiltonian.

We have noted the fundamental role of the Möbius group in studies of Kuramoto oscil-

lator network. It would be satisfactory to have a better understanding on 1) the Hamiltonian

structure of the cosine model, and 2) dynamics in a group orbit from a more natural (geo-

metric) perspective.

Inspired by the motivation, this dissertation revisits the general model considered in the

WS thoery, i.e., N identical globally-coupled phase oscillators:

θ̇j = A+B cos θj + C sin θj.

We will derive the reduced dynamics on the 3D manifold as the group orbit of Möbius

transformations. In the presence of a global rotational invariance, the group orbit reduces
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to 2D, which is equivalent to the Poincaré disk of hyperbolic geometry.

One of the main results of this dissertation is to show the cosine model [Eq. (2.7)]

is a gradient flow with respect to the hyperbolic metric when δ = ±π/2. It becomes a

Hamiltonian system when δ = 0 with the H as the Hamiltonian. More importantly, we

will demonstrate that Eq. (2.7) is merely one example with such a gradient/Hamiltonian

structure. In fact, we will derive a general condition for a Kuramoto network to have this

property, followed by more examples.

We then further extend our discussion to include non-identical couplings by introducing

unequal weights in the order parameter. This extended model will be shown to exhibit a

richer structure of bifurcations between fixed points. Of particular interest is a special case

when all coupling weights sum up to zero, which has a nice analog as a 2D electrostatic

problem.

The organization of this dissertation is as follows:

In Chapter 2, we review the WS paper in greater details and derive the explicit equations

for the dynamics on the Möbius orbits. We also summarize some basic facts about the

Möbius transformation, the Riccati equation, and the cross-ratio.

In Chapter 3, we turn to the phase model with the additional rotational symmetry. Tra-

jectories in a reduced group orbit are equivalent to flows in the unit disk with hyperbolic

geometry. We derive a general condition for a model to be a gradient flow. This enables

us finding a potential function for the identical Kuramoto model, as well as new classes of

phase models. Fixed points and bifurcations for these new models are discussed.

In Chapter 4, we consider extended phase models where oscillators contribute to the

order parameter with different weights. Applying the gradient condition, we obtain the

potentials and the Hamiltonians for new phase models. Stability of fixed points is also

analyzed.

Finally, we conclude with a short summary in Chapter 5.
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CHAPTER II

Formalism

In this chapter, we will briefly review the seminal work by Watabane and Strogatz

(Watanabe and Strogatz, 1993, 1994), which can be understood from the perspective of

group theory (Marvel et al., 2009). We will set up the formalism for this dissertation by

defining the model, basic concepts and frequently-used terms. We will also derive the

governing equations for evolutions in a group orbit of Möbius transformations. Finally, we

will connect this group-theoretic approach to the Watabane-Strogatz (WS) theory.

2.1 Watanabe-Strogatz Transformation

The system studied by WS consists of N globally coupled identical phase variables,

θ̇j = A+B cos θj + C sin θj j = 1, . . . N, (2.1)

where A, B, and C are real functions of phases {θj}, and are identical for all oscillators.

This is equivalent to a more symmetrical form (Marvel et al., 2009; Stewart, 2011),

θ̇j = feiθj + g + f̄ e−iθj j = 1, . . . , N, (2.2)
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where the real function g and the complex function f are given by

A = g, B = 2Ref, C = −2Imf ⇔ f =
1

2
(B − iC).

People (Strogatz and Mirollo, 1991; Nichols and Wiesenfeld, 1992) had noticed that

the incoherent states of Kuramoto model has neutral stability. The system also exhibits

low-dimensional dynamics. Namely, although the full state space is an N -dimensional

torus (TN), the long-time evolution of variables is constrained in two-dimensional or three-

dimensional manifolds.

To understand these observations, WS proposed a set of implicit coordinate transfor-

mations,

tan

(
θj(t)−Θ(t)

2

)
=

√
1 + γ(t)

1− γ(t)
tan

(
ψj −Ψ(t)

2

)
, (2.3)

where ψj are constants which are the initial configuration of the N oscillators. This trans-

formation introduces three time-dependent variables: γ ∈ [0, 1); Ψ,Θ ∈ [0, 2π]. They

satisfy three coupled ODEs:

γ̇ = −(1− γ2)(B sin Θ− C cos Θ), (2.4)

γΨ̇ = −
√

1− γ2(B cos Θ + C sin Θ), (2.5)

γΘ̇ = Aγ −B cos Θ− C sin Θ. (2.6)

Given an initial condition {ψj}, the three variables live in a 3D manifold that is character-

ized by N − 3 constants of motion. The full state space TN is then foliated into a stack

of 3D manifolds. WS showed that each manifold is neutrally stable and has at least one

incoherent fixed point. Therefore, an incoherent state in a given 3D manifold has neutral

stability in at least N − 3 directions.
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In addition, WS discussed the “cosine” model

θ̇j = ω +
1

N

N∑
k=1

cos(θk − θj − δ), (2.7)

which originated from averaging over Josephson-junction arrays with RLC loads in the

weak coupling limit. The phase shift δ depends on physical parameters R, L, and C.

Equation (2.7) is invariant under a phase shift, θj → θj + c with a constant angle c.

Due to this additional symmetry, the Θ dynamics in Eq. (2.6) decouple from γ and Ψ.

The neutral invariant manifold becomes two-dimensional. WS constructed an H function

on each 2D manifold for a given set of {ψk},

H(γ,Ψ) =
1

N

N∑
k=1

ln
1− γ cos(ψk −Ψ)√

1− γ2
. (2.8)

When δ = 0,H is just the Hamiltonian and the model [Eq. (2.7)] becomes integrable.

The WS theory immediately received a lot of attention. It has been generalized to

deal with non-identical (Pikovsky and Rosenblum, 2008; Vlasov et al., 2016), noisy (Braun

et al., 2012), and externally-driven (Pikovsky and Rosenblum, 2009) systems. It also has

connection (Pikovsky and Rosenblum, 2009, 2015) to the Ott-Antonsen (OA) ansatz (Ott

and Antonsen, 2008, 2009).

Why does the WS theory work? Goebel (Goebel, 1995) first pointed out that the WS

system [Eq. (2.1)] is essentially a set of complex Riccati equations. The N − 3 constants

of motion can be interpreted as cross-ratios of points on the unit circle. Calculations can be

simplified using Möbius transformations. However, three questions remain:

1) What is the origin of those low-dimensional manifolds?

2) Where do the transformation [Eq. (2.3)] and new variables (γ, Ψ, Θ) come from?

3) How do we understand the Hamiltonian structure in the cosine model [Eq. (2.7)]?
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2.2 Group Theoretic Approach

Using group theory, Marvel et al. (Marvel et al., 2009) revisited the WS system and an-

swered the first two remaining questions in the last section. We will adopt their approach to

gain new insights on the WS system and to address the question on Hamiltonian structure.

2.2.1 The Riccati Equation

Let us start with the identical Kuramoto model with a phase shift α1 (a.k.a. the Kuramoto-

Sakaguchi model)

θ̇j = ω +
K

N

N∑
l=1

sin(θl − θj + α). (2.9)

Absorbing the order parameter Z1 = 1
N

∑N
l=1 e

iθl = Reiψ in the sinusoidal coupling term,

K

N

N∑
l=1

sin(θl − θj + α) = KIm(Z1e
iαe−iθj) = KR sin(ψ + α− θj)

= KR[sin(ψ + α) cos θj − cos(ψ + α) sin θj],

then comparing it with the general form θ̇j = A+B cos θj + C sin θj , the coefficients are

A = ω, B = KR sin(ψ + α), C = −KR cos(ψ + α).

So the Kuramoto-Sakaguchi model is indeed a special case of Eq. (2.1).

A phase variable θj is essentially as a point on the unit circle, which can be represented

1Compared with the cosine model [Eq. (2.7)], α = π
2 − δ.
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as a complex number, zj = eiθj . Then Eq. (2.1) becomes

żj = izj θ̇j = izj

[
A+

1

2
B(eiθj + e−iθj) +

1

2i
C(eiθj − e−iθj)

]

= iAzj + izjIm(az̄j) = iAzj +
1

2
(a− az2

j ), (2.10)

where a new order parameter a is defined as

a = −C + iB. (2.11)

Equation (2.10) is a first-order ODE with a quadratic term and is called the Riccati equation,

which plays a central role in the group-theoretic approach.

For the Kuramoto-Sakaguchi model, the order parameter is simply a = KeiαZ1 with

Z1 =
1

N

N∑
l=1

eiθl =
1

N

N∑
l=1

zl.

Note that Z1 is the first moment of a configuration p = (θ1, . . . , θN) = (z1, . . . , zN). For

this reason, we will refer the Kuramoto-Sakaguchi model as the Z1 model, and write2

a(p) = eiαZ1(p). (2.12)

In the representation of the Riccati equation [Eq. (2.10)], the evolution of an oscillator

zj(t) for a specific model is determined by the function A and the order parameter a, both

should be evaluated for a given configuration p. Further reduction can be made if A and a

enjoy simple dependence on p. Before we proceed to solving the Riccati equation, let us

make a short digression on such simplification.

2The coupling strength K is not essential in determining the fixed point structure, and can be safely set to
unity by rescaling the speed of the flow. So we will often ignore it in the following sections.
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2.2.2 Homogeneous Condition and Phase Models

A function F (x) is said to be homogeneous with degree k if

F (ax) = akF (x), k ∈ Z. (2.13)

Then it satisfies Euler’s homogeneous function theorem3, x · ∇xF (x) = kF (x). This

relation is useful in Chapter 3 when we derive a general condition for gradient flows.

Of particular interest is when the coupling function A and the order parameter a are

homogeneous of degree 0 and 1, respectively:

A(ζp) = A(p), a(ζp) = ζa(p), |ζ| = 1. (2.14)

The multiplier ζ = eic applies a constant phase shift to all oscillators in a given configura-

tion p = (z1, . . . , zN). The Riccati equation [Eq. (2.10)] is invariant under zj → ζzj:

ζżj = iA(ζp)ζzj +
1

2
(a(ζp)− a(ζp)(ζzj)

2) = ζ
[
iA(p)zj +

1

2
(a(p)− a(p)z2

j )
]
.

Then we call such a system a Kuramoto phase model. For example, the Z1 model satisfies

A(ζp) = ω = A(p), a(ζp) = eiαZ1(ζp) = ζeiαZ1(p) = ζa(p). (2.15)

So it is a phase model. We will encounter other phase models that involve products of

higher moments in the order parameters. Their time-evolutions are restricted in 2D mani-

folds. The origin of such low-dimensional dynamics lies within a generic form of solutions

to the Riccati equation, also known as the Möbius transformation.

3This can be proved by taking the derivative with respect to a on both sides, ∂F (ax)
∂(ax) · x = kak−1F (x),

and setting a = 1.
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2.2.3 Möbius Transformations

The generic form of Möbius transformations (linear fractional transformations) on the

complex plane is given by

M(z) =
az + b

cz + d
, z, a, b, c, d ∈ C, (2.16)

provided that ad − bc 6= 0, so as to exclude the degenerate case. Here, all coefficients

(a, b, c, d) can be time-dependent. So the image of a transformation on a complex number

z0 is a function of time,

z(t) = Mt(z0) =
a(t)z0 + b(t)

c(t)z0 + d(t)
(2.17)

with an inverse transformation

z0 = M−1
t (z(t)) =

d(t)z(t)− b(t)
−c(t)z(t) + a(t)

.

Taking the derivative of z(t) with respect to t yields the standard form of a Riccati equation:

ż =
ȧz0 + ḃ

cz0 + d
− z ċz0 + ḋ

cz0 + d
=
ȧ dz−b
−cz+a + ḃ− z

(
ċ dz−b
−cz+a + ḋ

)
c dz−b
−cz+a + d

=
(aḃ− ȧb) + (ȧd− ḋa+ ċb− ḃc)z + (ḋc− ċd)z2

ad− bc
≡ P (t) +Q(t)z +R(t)z2,

where the coefficients are

P =
ḃa− ȧb
ad− bc

, Q =
ȧd− ḋa+ ċb− ḃc

ad− bc
, R =

ḋc− ċd
ad− bc

.

Therefore, a Möbius transformation on z0 is the trajectory of a dynamical variable z(t) that

satisfies the Riccati equation. In other words, one can solve a Riccati equation by applying
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Figure 2.1:
A schematic illustration of the evolution of N identical Kuramoto oscillators
under the same Möbius transformation [Eq. (2.18)] zj(t) = Mζ(t),w(t)zj(0)
with an initial condition (z1(0), . . . , zN(0)).

the corresponding Möbius transformation on an initial condition z0.

The Möbius transformation that solves the Riccati equation for N Kuramoto oscillators

[Eq. (2.10)] has the form (Marvel et al., 2009; Mirollo, 2012)

Mζ,w(z) = ζ
z − w
1− w̄z

, |ζ| = 1, |w| < 1, (2.18)

which depends on three real parameters (r, ϕ, χ) since we can write w = reiϕ and ζ = eiχ.4

As a result, the time evolution zj(t) of N identical Kuramoto oscillators can be found

by applying the Möbius transformation Mζ(t),w(t) on an initial condition zj(0),

zj(t) = Mζ(t),w(t)zj(0) ≡Mtβj j = 1, . . . , N. (2.19)

In other words, for a given initial condition (a base point) p = (z1(0), . . . , zN(0)) =

(β1, . . . , βN) ∈ TN , the trajectory p(t) of N oscillators is a time-t flow map Mtp =

(Mtβ1, . . . ,MtβN), as shown in Figure 2.1.

4In fact, Mζ,w is the Lorentz transformation in (2 + 1)D spacetime, see e.g. (Weltin and Hua, 2012) for
more details.
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More about of Mζ,w

The Möbius transformation Mζ,w has a number of nice properties (Weltin and Hua,

2012). We briefly summarize them in the following.

1. Unit-disk preserving: Let z′ = Mζ,w(z) be the image of a point z (|z| ≤ 1) under the

Möbius transformation,

1− |z′|2 = 1− (z − w)(z̄ − w̄)

(1− w̄z)(1− wz̄)
=

(1− |z|2)(1− |w|2)

|1− w̄z|2
≥ 0. (2.20)

The image z′ is still within the unit disk. Thus, Mζ,w preserves the unit disk ∆ =

{|z| < 1} and the unit circle S1 = {|z| = 1}.

2. Linking to hyperbolic metric: Fixing ζ = 1 and differentiating z′ = Mwz,

dz′ =
1− ww̄

(1− w̄z)2
dz, (2.21)

we then take the absolute value and divide 1− |z′|2 on both sides,

|dz′|
1− |z′|2

=

1−|w|2
|1−w̄z|2 |dz|

(1−|z|2)(1−|w|2)
|1−w̄z|2

=
|dz|

1− |z|2
. (2.22)

This invariant differential is essentially the hyperbolic metric in the unit disk (a.k.a.

the Poincaré disk), which will be of great importance for our discussion on gradient

systems in Chapter 3.

3. Connection to Poisson kernel: Let us consider two points β = eiθ and β′ = eiθ
′ on

the unit circle that are connected by Mζ,w,

β′ = ζ
β − w
1− w̄β

= ζ
1− wβ̄
1− w̄β

β.
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The differential

dβ′ = iβ′dθ′ = ζ
1− ww̄

(1− w̄β)2
dβ = ζ

1− ww̄
(1− w̄β)2

iβdθ

is just the change caused by an infinitesimal transformation. Dividing these two

equations, the change on the unit circle is

dθ′ =
1− ww̄

(1− w̄β)(1− wβ̄)
dθ ≡ ρβ(w)dθ. (2.23)

The function ρβ(w) is just the Jacobian associated with the Möbius transformation

and is called the Poisson kernel,

ρβ(w) =
1− |w|2

|1− w̄β|2
=

1− r2

1− 2r cos(θ − ϕ) + r2
, (2.24)

which has several interesting features and is connected to the OA ansatz:

• ρβ(w) is positive in the disk: ρβ(w) ≥ 0 for |w| ≤ 1.

• ρβ(w) behaves like the Dirac delta function on the circle,

ρβ(w) =


0 w 6= β

∞ w = β

. (2.25)

• ρβ(w) can be thought of as a probability density function since it normalizes to

unity,

1

2π

2π∫
0

ρβ(w)dθ =
1

2π

2π∫
0

dθ′ = 1. (2.26)
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• ρβ(w) satisfies the Laplace equation in the disk

∇2ρ = 0 (2.27)

with ∇2 = ∂2
r + r−1∂r + r−2∂2

θ in polar coordinates, because ρβ(w) can be

written as Fourier series,

ρβ(w) = 1 +
w̄β

1− w̄β
+

wβ̄

1− wβ̄
= 1 +

∞∑
n=1

(w̄β)n +
∞∑
n=1

(wβ̄)n ⇒

ρθ(r, ϕ) = 1 +
∞∑
n=1

rn(ein(θ−ϕ) + e−in(θ−ϕ)) = 1 + 2
∞∑
n=1

rn cos[n(θ − ϕ)],

(2.28)

then the Laplace equation is satisfied term by term:

∇2rn cos[n(θ − ϕ)] = rn−2 cos[n(θ − ϕ)](n(n− 1) + n− n2) = 0.

Thus ρβ(w) is a harmonic function. It is also related to the Dirichlet problem:

Finding a function ρ(w) in the unit disk such that it satisfies the Laplace equa-

tion for |w| < 1 while being continuous (periodic) on the unit circle.

2.2.4 Möbius Group and Group Orbits (G-orbits)

As we have seen in the previous section, the Kuramoto oscillator system [Eq. (2.10)]

evolves under the action of Möbius transformation Mζ,w with three real parameters. All

such transformations form a three-dimensional Lie group under function compositions.

We call this group as the Möbius group G, which essentially contains all information about

the original oscillator system. For instance, the time-evolution of oscillators zj(t), ∀j can

be interpreted as an orbit of the Möbius group.
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Figure 2.2: Group orbits of U(1) group (left) and D2 group (right) acting on R2.

For a group G, the group orbit Gx is the image of a set X under group actions,

Gx = {g · x|g ∈ G} ⊂ X, ∀x ∈ X. (2.29)

SinceGx is a subset ofX , its dimension is at most the dimension of the groupG, dimGx ≤

dimG. For example (Figure 2.2), if we take X = R2, and choose the group as all rotations

in the plane, i.e., G = U(1), then its group orbit are a family of concentric circles. If we

choose the group as the dihedral group, G = D2, then the group orbit are some planar

lattices. Both examples are one-dimensional subsets of R2.

Likewise, the group orbit of the Möbius group acting on TN (the state space of N

Kuramoto oscillators) is

Gp = {Mp|M ∈ G} ⊂ TN , ∀p ∈ TN , (2.30)

which is at most a three-dimensional manifold, which we refer to as the G-orbit Gp. A

specific solution (with a base point p) to the Riccati equation [Eq. (2.10)] lies in a G-orbit.

The whole state space TN is then partitioned into a family of G-orbits.
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2.2.5 Cross-ratios as Constants of Motion

A useful quantity to distinguish differentG-orbits is the cross-ratio, defined as a crossed

ratio of four points {z1, z2, z3, z4} on the unit circle,5

λ(1234) =
(z1 − z2)(z3 − z4)

(z1 − z4)(z3 − z2)
∈ R. (2.31)

It is invariant under the Möbius transformation, βj = Mzj =
azj+b

czj+d
with the inverse zj =

M−1(βj) =
dβj−b
−cβj+a

:

λ(1234) =
(M−1β1 −M−1β2)(M−1β3 −M−1β4)

(M−1β1 −M−1β4)(M−1β3 −M−1β2)
=

(β1 − β2)(β3 − β4)

(β1 − β4)(β3 − β2)
.

Since the Möbius transformation zj(t) = Mtzj(0) is the solution to the Riccati equation,

being invariant under the Möbius transformation implies that λ(1234) is also invariant under

the time evolution. Therefore, it is a constant of motion.

For N > 3 Kuramoto oscillators, there are N − 3 cross-ratios (Marvel et al., 2009).

Trajectories in a G-orbit have the same cross-ratios. Different G-orbits are labeled by

cross-ratios.

ODEs for w and ζ

Since the dynamics of oscillators are determined by the Möbius transformation, there

is correspondence between the trajectory zj(t) and the group parameters w(t) and ζ(t).

Given a base point p = (β1, . . . , βN), using the pre-image [from Eq. (2.18)]

βj = M−1
ζ,w(zj) =

ζw + zj
ζ + w̄zj

,

5Generically the cross-ratio is defined for four points in the complex plane. But it yields a real value only
when the four points are in a line or on a circle.
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we differentiate Mtβj with respect to t,

∂t(Mtβj) =
ζ̇(βj − w)− ζẇ

1− w̄βj
+
ζ(βj − w)βj ˙̄w

(1− w̄βj)2

=
−ζẇ

1− |w|2
+
(
ζ̄ ζ̇ +

˙̄ww − ẇw̄
1− |w|2

)
zj +

ζ̄ ˙̄w

1− |w|2
z2
j ;

then comparing with żj in Eq. (2.10), we obtain two ODEs for w and ζ (Chen et al., 2017):

ẇ = −1

2
(1− |w|2)ζ̄a, (2.32)

ζ̇ = iAζ − 1

2
(w̄a− waζ2). (2.33)

Here,a = a(ζMwp) is evaluated at the base point pwithMw ≡Mζ=1,w. For a given model

(A anda are known), starting with an initial condition [a base point p = (z1(0), . . . , zN(0))],

these two equations of ẇ and ζ̇ define the Möbius transformation that evolves the N oscil-

lators, zj(t) = Mζ(t),w(t)zj(0), ∀j.

Now it becomes clear that the WS transformation [Eq. (2.3)] stems from the Möbius

transformation [Eq. (2.18)] which preserves the N − 3 cross-ratios [Eq. (2.31)] as the

N − 3 constants of motion. The 3D neutral manifold found by WS is the group orbit Gp

of Möbius transformations. Trajectories zj(t) in a G-orbit are equivalent to w and ζ flows.

In fact, they can be expressed as the three real WS variables [Eq. (2.34)].

2.2.6 Reduced Group Orbits

For phase models with additional symmetry a(ζp) = ζa(p), ẇ decouples from ζ̇ ,

ẇ = −1

2
(1− |w|2)a(Mwp), ζ̇ = iAζ − 1

2
(w̄a− waζ).
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Figure 2.3:
Reduced two-dimensional G-orbits (blue sheets) in the state space (the cube)
of a phase model. Trajectories (black flows) and the incoherent fixed point (the
red open circle) in each reducedG-orbit correspond to the w(t) flow [Eq. (3.1)]
and ẇ = 0.

Note that ζ is slaved to w and does not have interesting dynamics6. So we will focus on the

w variable which lives in the (open) unit disk, |w| < 1. The ẇ flows in this 2D manifold

are equivalent to trajectories zj(t) in a reduced G-orbit (denoted as G̃p).

Figure 2.3 schematically shows how the state space of a phase model is partitioned into

different 2D reducedG-orbits. For a phase model, every phase variable θj is identified with

θj + c. The state space is topologically folded into an (N − 1)-dim torus, and is depicted as

a cube. Each 2D reduced G-orbit (featuring distinct cross-ratios) is represented as a sheet.

Trajectories θj(t) on each sheet are equivalent to w(t) given by Eq. (3.1). There is at least

one incoherent fixed point in each reduced G-orbit, which corresponds to ẇ = 0.

An Example: N = 4

So far, we have been using three different representations to describe the system of N

identical Kuramoto oscillators: θj(t), zj(t), and w(t). Let us demonstrate their relations

with an example.

As shown in Figure 2.4, we start a system of four identical Kuramoto oscillators in the

6After all, in the Möbius transformation [Eq. (2.18)], ζ can be thought of as a pure rotation.
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Example: N = 4 (splay base point)
configuration space state space unit disk

z1(0)

z2(0)

z3(0)

z4(0)

✓1
✓2

✓3

T 3 �S1

Mt

z4(t)

z3(t)

z2(t)
z1(t)

✓1
✓2

✓3

Figure 2.4:
Three representations for N identical Kuramoto oscillators. Left panel: zj as
N points on the unit circle S1. Middle panel: θj as a base point p in TN−1 (the
orange tetrahedron). Right panel: The group parameter w in the unit disk ∆.
The origin w = 0 is the identity element of the Möbius group and correspond
to the base point. The system evolves according to a Möbius transformation
Mt, manifested as rotations in S1 (left), trajectories in T 3 (middle), and flows
in ∆ (right).
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splay configuration, θj(0) = (j−1)π
2

with j = 1, . . . , 4, or equivalently, zj(0) = eiθj(0) =

{1, i,−1,−i}. They can be depicted as four equally-spaced points on the unit circle, or as

a base point p in the state space T 4.

However, under the Poincaré section (e.g. when z4 = 2nπ, ∀n ∈ N), the state space

is reduced to T 3, which is a cube with each edge having a length 2π and two end-points

being identified one. Since oscillators are the same, they cannot pass each other. So the

initial ordering θ1 ≤ θ2 ≤ θ3 ≤ θ4 is kept as the system evolves. Then the trajectory θj(t)

is restricted in one of the six tetrahedra (representing 3! = 6 orderings) in the T 3 cube.7

In the group theory language, the splay state base point is the origin of the unit disk,

w = 0, which is the identity element Mw=0 of the Möbius group. In fact, a new base point

(a new initial configuration) still corresponds to the origin. Since different base points are

related via Möbius transformations, changing base points amounts to choosing another w-

coordinate system for the unit disk (Chen et al., 2017). So focusing our discussion on a

specific base point (the splay state) does not lose generality.

As the system evolves under a Möbius transformation Mt, there is one-to-one corre-

spondence among the evolution zj(t) on the unit disk, the trajectory θj(t) in the tetrahedron,

and the w(t) flow in the unit disk. In particular, θj(t) actually lies in the reduce G-orbit

G̃p of the splay base point, which can be visualized as a 2D surface inside the tetrahedron.

Long-time dynamics in the former two representations (S1 and T 3) are manifested as fixed

points of the flow ẇ = 0 or zeros of the order parameter a(Mwp).

Figure 2.5 shows trajectories θj(t) of four oscillators and w(t) flows of the Z1 phase

model [Eq. (2.9)] with α = 0. In the tetrahedron, colored curves consist of four “lobes”,

separated by four blue saddle connections linking the center (the splay state) and mid-

points [(3, 1) states] on four solid edges. There is no attractors on the two lightgray edges,

7 The center of a tetrahedron is the splay base point. The four vertices represent the fully synchronized
state (the sync state). Edges represent partially synchronized states.
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Figure 2.5:
Left panel: Trajectories θj(t) in the reduced G-orbit of the splay base point for
the Z1 phase model [Eq. (2.9)] with α = 0. Right panel: The w(t) flows in the
unit disk given by Eq. (3.1). Detailed correspondence is listed in Table 2.1.

States G̃p ∆

base point p = (β1, . . . , βN−1) w = 0
sync vertices arcs excluding βj

(N − 1, 1) edges excluding vertices base point βj
fixed points żj(t) = 0, ∀j a(w) = 0

Table 2.1: A dictionary between the reduced G-orbit G̃p and the unit disk ∆.

meaning that the (2, 2) state is not a fixed point. Trajectories within one lobe flow to the

same vertex (the sync state). All trajectories lie in a 2D surface (the reduce G-orbit) that is

inside the tetrahedron and is bounded by the four solid edges.

In the unit disk, the w(t) flows are labeled by the same color-coding. For example, the

orange lobe enclosed by two blue saddle connections in the tetrahedron is mapped to the

first quadrant in the w-plane. In the same manner, the entire reduced G-orbit G̃p maps to

the unit disk ∆ with correspondence summarized in Table 2.1.8

8The angle of approaching a βj ∈ ∆ gives the location of a (N − 1, 1) fixed point on an edge in the
tetrahedron.
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2.3 Connecting Möbius to Watanabe-Strogatz

To understand the WS transformation in terms of Möbius transformation, let us consider

a base point p = (β1, . . . , βN) = (eiψ1 , . . . , eiψN ). There is a Möbius transformation to map

p to a new configuration p(t) = (eiθ1(t), . . . , eiθN (t)) with w = reiϕ and ζ = eiχ ,

Mζ(t),w(t)(βj) = ζ(t)
βj − w(t)

1− w̄(t)βj
= eiχ(t) eiψj − r(t)eiϕ(t)

1− r(t)e−iϕ(t)eiψj
= eiθj(t).

Rearranging both sides, we have

ei(θj−ϕ−χ) =
ei(ψj−ϕ) − r
1− rei(ψj−ϕ)

.

Using trigonometric identities (Marvel et al., 2009), tan(x) can be written as

tan(x) =
sin(x)

cos(x)
=

1
2i

(eix − e−ix)
1
2
(eix + e−ix)

= i
1− e2ix

1 + e2ix
.

Then we have

tan

(
θj − (ϕ+ χ)

2

)
= i

1− ei(θj−(ϕ+χ))

1 + ei(θj−(ϕ+χ))
= i

1 + r

1− r
1− ei(ψj−ϕ)

1 + ei(ψj−ϕ)
=

1 + r

1− r
tan

(
ψj − ϕ

2

)
.

Compared with Eq. (2.3), if we require
√

1+γ
1−γ = 1+r

1−r , then the three WS variables

(γ,Ψ,Θ) are identified with three real parameters (r, ϕ, χ) in the Möbius transformation,

γ =
2r

1 + r2
=

2|w|
1 + |w|2

, Ψ = ϕ = arg(w), Θ = ϕ+ χ = arg(ζw). (2.34)

Equations of ẇ and ζ̇ [Eqs. (3.1), (2.33)] are equivalent to ODEs of WS variables. First
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let us look at ẇ:

ẇ = −1

2
(1− |w|2)ζ̄a⇒ eiϕ(ṙ + irϕ̇) = −1

2
(1− r2)e−iχ(−C + iB)⇒

eiΘ(ṙ + irϕ̇) = ṙ cos Θ− rϕ̇ sin Θ + i(ṙ sin Θ + rϕ̇ cos Θ) =
1

2
(1− r2)(C − iB)⇒

ṙ cos Θ− rϕ̇ sin Θ = 1
2
(1− r2)C

ṙ sin Θ + rϕ̇ cos Θ = −1
2
(1− r2)B

⇒

ṙ =
1

2
(1− r2)(C cos Θ−B sin Θ)⇒ γ̇ = −(1− γ2)(B sin Θ− C cos Θ),

rϕ̇ = −1

2
(1− r2)(B cos Θ + C sin Θ)⇒ γΨ̇ = −

√
1− γ2(B cos Θ + C sin Θ).

Here we have used Θ = ϕ+ χ, Ψ = ϕ, and

γ̇ =
2(1− r2)

(1 + r2)2
ṙ ⇒ ṙ =

(1 + r2)2

2(1− r2)
γ̇, 1− γ2 =

(
1− r2

1 + r2

)2

.

Similarly, the equation for ζ̇ leads to the equation for Θ̇ as Eq. (2.6).

ζ̇ = iAζ − 1

2
(w̄a− waζ2)⇒ eiχiχ̇ = iAeiχ − 1

2
(re−iϕa− reiϕae2iχ)⇒

χ̇ = A− 1

2i
(rae−i(ϕ+χ) − raei(ϕ+χ)) = A− rIm(ae−i(ϕ+χ))

= A− rIm((−C + iB)eiΘ) = A− r(C sin Θ +B cos Θ)⇒

γϕ̇+ γχ̇ = Aγ − (rγ +
√

1− γ2)(B cos Θ + C sin Θ) = Aγ − (B cos Θ + C sin Θ)⇒

γΘ̇ = Aγ −B cos Θ− C sin Θ.
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2.4 Summary

In this chapter, using a group-theoretic approach, we establish the formalism for later

chapters. We demonstrate that dynamics of N identical Kuramoto oscillators are deter-

mined by applying a unit-disk-preserving Möbius transformation on an initial condition.

Trajectories in the state space of oscillators are identified as group orbits of such Möbius

transformations. In particular, for phase models, flows in the reduced group orbits are

equivalent to flows in the unit disk.
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CHAPTER III

Phase Models

As shown in Chapter 2, dynamics of phase models live in reduced G-orbits of Möbius

transformations, and can be fully described as flows in the unit disk,

ẇ = −1

2
(1− |w|2)a(Mwp), |w| < 1. (3.1)

In this chapter, we will focus on Eq. (3.1) and fixed points in the disk ∆ that has an

intrinsic hyperbolic metric. We are particularly interested in the implication of hyperbolic

geometry on dynamics of Kuramoto oscillators, which leads to a condition for gradient

systems. We will discuss bifurcations on a partially synchronized edge.

3.1 Flows in Reduced Group Orbits

3.1.1 Fixed Points

According to (Engelbrecht and Mirollo, 2014), there are only three types of asymptotic

fixed points for phase models with N ≥ 4. They are the fully synchronized state (sync),

the partially synchronized state with only one outlier known as the (N − 1, 1) state, and

limit cycles.
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The simple classification of fixed points does not imply that the dynamics are simple:

There can be saddle points and saddle connections in the G-orbit and the unit disk. Let us

examine a few examples.

3.1.1.1 Z1 model

Starting from the order parametera(Mwp) = Z1(Mwp) at a base point p = (β1, . . . , βN),

the first moment Z1(Mwp) can be expanded into a series of moments evaluated at p,

Z1(Mwp) =
1

N

N∑
k=1

βk − w
1− w̄βk

=
1

N

∑
k

(βk−w)
∞∑
n=0

(w̄βk)
n =

∞∑
n=0

w̄n(Zn+1(p)−wZn(p)).

(3.2)

Splay base point The ẇ flow has a closed form if we take the base point in the splay

G-orbit,

p̃ = (η, η2, . . . , ηN), η = e2πi/N .

Note that ηkN = 1, ∀k ∈ N, so

Zn(p̃) = Zn(p̃) = δn,kN ,

with δ denoting the Kronecker delta. As a result, Z1(Mwp̃) reduces to

Z1(Mwp̃) =
∞∑
n=0

w̄n(Zn+1(p̃)− wZn(p̃)) =
∞∑
n=0

w̄n(δn+1,kN − wδn,kN)

= w̄−1

∞∑
k=1

w̄kN − w
∞∑
k=0

w̄kN

=
w̄N−1 − w

1− w̄N
= −w +

w̄N−1
(
1− |w|2

)
1− w̄N

. (3.3)
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For finite N, the ẇ flow is given by

ẇ = −1

2
(1− |w|2)a(Mwp̃) = −1

2

(1− |w|2)(w̄N−1 − w)

1− w̄N
. (3.4)

Near the base point w = ηk = e2πik/N , 1− w̄N → 0. But the flow is not singular, it actually

vanishes: Let w = reiφ with r ∈ [0, 1), using L’Hopital’s rule, the flow near ηk is

lim
w→ηk

ẇ = −1

2
lim
r→1

lim
φ→2πk/N

(1− r2)(rN−1e−i(N−1)φ − reiφ)

1− rNe−iNφ

= −1

2
lim
r→1

(1− r2) lim
φ→2πk/N

rN−1(−i(N − 1))e−i(N−1)φ − rieiφ

−rN(−iN)e−iNφ

= −1

2
lim
r→1

(1− r2) lim
φ→2πk/N

(
−1

r

N − 1

N
eiφ − 1

rN−1

1

N
ei(N+1)φ

)
= 0.

On the other hand, the large N limit for Z1 and the ẇ flow is simple, since |w| < 1 then

w̄N approaches zero as N →∞,

lim
N→∞

Z1(Mwp̃) = −w, lim
N→∞

ẇ =
1

2
(1− |w|2)w.

Fixed points Finding the fixed point such that ẇ = 0 amounts to solving

(1− |w|2)(w̄N−1 − w) = 0,

assuming w̄N 6= 1 ⇔ w 6= e2πik/N . This assumption is valid because w is defined only

inside the unit disk, |w| < 1, not on the unit circle. Although |w|2 = 1 does satisfy ẇ = 0,

it should not be considered as a fixed point for the flow.

The remaining equation w = w̄N−1 has a solution at the origin, r = 0. Other than that,

since 0 < |w| < 1 ⇒ 0 < |w̄N−1| < |w|, so w = 0 is the only solution in ∆. In the large
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Figure 3.1:
ẇ flow for Z1 model on the splay base point (red solid circles) p̃ =
(η, η2, . . . , ηN) with η = e2πi/N . The open circle at w = 0 denotes an unstable
fixed point.

N limit, ẇ → 1
2
(1− |w|2)w and also vanishes at w = 0. The stability is easy to analyze,

dẇ

dw

∣∣∣∣
w=0

= −w̄w +
1

2
(1− |w|2)

∣∣∣∣
w=0

=
1

2
.

Since the origin is the identity element of the Möbius group, it corresponds to the unstable

splay state on the splay G-orbit.

Figure 3.1 shows the ẇ flows and fixed points for the Z1 model with different N at the

splay base point.

3.1.1.2 Z2Z−1 model

We expect richer fixed point structures in other phase models. The first example is the

Z2Z−1 model with Z2 denoting the second moment,

a(p) = Z2(p)Z−1(p) =
1

N2

N∑
j,k=1

z2
j z
−1
k .
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Evaluated at Mwp, the product Z2Z−1 can be expanded into a power series of moments,

Z2Z−1(Mwp) =
∞∑
n=0

(n+ 1)w̄n(Zn+2 − 2wZn+1 + w2Zn)
∞∑
m=0

wm(Z̄m+1 − w̄Z̄m).

The summation over m is for Z−1 = Z̄1, and the summation over n is for the Z2 moment,

Z2(Mwp) =
1

N

N∑
l=1

(
βl − w
1− w̄βl

)2

=
1

N

N∑
l=1

(βl − w)2
∞∑
n=0

(n+ 1) (w̄βl)
n

=
∞∑
n=0

(n+ 1) w̄n
1

N

N∑
l=1

(
βn+2
l − 2wβn+1

l + w2βnl
)

=
∞∑
n=0

(n+ 1)w̄n(Zn+2 − 2wZn+1 + w2Zn).

Splay base point At the splay base point p̃ = (η, . . . ηN), summing over all the Kro-

necker deltas, the Z2 moment becomes a function of w and w̄,

Z2(Mwp̃) =
∞∑
n=0

(n+ 1) w̄n
(
δn+2,kN − 2wδn+1,kN + w2δn,kN

)
=
∑
k=1

(kN − 1) w̄kN−2 − 2w
∑
k=1

kNw̄kN−1 + w2
∑
k=0

(kN + 1) w̄kN

=
w̄N−2

(
N − 1 + w̄N

)
(1− w̄N)2 − 2w

Nw̄N−1

(1− w̄N)2 + w2 1 + (N − 1) w̄N

(1− w̄N)2 . (3.5)

The Z−1 moment is just the conjugate of Z1,

Z−1(Mwp̃) = Z1(Mwp̃) =

(
w̄N−1 − w

1− w̄N

)
=
wN−1 − w̄

1− wN
.

So the product of moments Z2Z−1 reduces to

Z2Z−1(Mwp̃) =
f(w, w̄)

(1− w̄N)2

(wN−1 − w̄)

(1− wN)
, (3.6)
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Figure 3.2:
ẇ flow for Z2Z−1 model on the splay base point (red solid circles) p̃ =
(η, η2, . . . , ηN) with η = e2πi/N . The open circle at w = 0 denotes an non-
hyperbolic, unstable fixed point.

where the numerator in Z2 adds up to a polynomial f in w and w̄,

f(w, w̄) = w̄2(N−1) + (N − 1)w̄N−2 − 2Nw̄N−1w + (N − 1)w̄Nw2 + w2. (3.7)

In the large N limit, the flow is even simpler,

lim
N→∞

Z2Z−1(Mwp̃) = −w2w̄.

Figure 3.2 shows the ẇ flow for Z2Z−1 model at the splay base point with different N .

New fixed points appear due to the second moment Z2, particularly the zeros of f(w, w̄).

Fixed points In addition to zeros at the origin w = 0 and on the unit circle |w| = 1,

solving f(w, w̄) = 0 with w = reiφ leads to

r2(N−2) + eiNφ
[
(N − 1) rN − 2NrN−2 + (N − 1) rN−4

]
+ e2iNφ = 0.
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Let ϕ = Nφ and define a polynomial of r,

PN (r) ≡ (N − 1) rN − 2NrN−2 + (N − 1) rN−4,

we have two equations for the real part and the imaginary part:

r2(N−2) + PN (r) cosϕ+ cos 2ϕ = 0,

PN (r) sinϕ+ sin 2ϕ = 0.

1. sinϕ 6= 0 (φ 6= nπ
N

, n ∈ N): The imaginary part yields PN (r) = − sin 2ϕ
sinϕ

= −2 cosϕ.

Substituting it to the real part gives

r2(N−2) = −PN (r) cosϕ− cos 2ϕ = 2 cos2 ϕ− cos 2ϕ = 1.

So r = 1 when N is odd, r = ±1 when N is even.

2. sinϕ = 0 (φ = nπ
N

, n ∈ N): The imaginary part always holds. For the real part, there

are two possibilities:

• n = 0 (the real axis): Since ϕ = Nφ = 0, cosϕ = cos 2ϕ = 1. The real part is

r2(N−2) + PN (r) + 1 = 0.

Table 3.1 lists all solutions to the above equation for smallN with n = 0. Noticeably,

when N ≥ 6, there is no real root except for r = ±1 (depending on N being even or

odd), which means no fixed point exists on the real axis.
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N 1 2 3 4 5 ≥ 6

r 1 ±1
{
−1

2
, 1
}
±1

{
−3+

√
5

2
, 1
} {

1 odd N
±1 even N

Table 3.1: Zeros of Z2 on the real axis (φ = 0).

N 1 2 3 4 5 ≥ 6

r −1 ±(1−
√

2)
{
−1, 1

2

}
±
√

2−
√

3
{
−1, 3−

√
5

2

} {
−1 odd N
∅ even N

Table 3.2: Zeros of Z2 on the first symmetry axis (φ = π/N ).

• n = 1 (the symmetry axis): Since ϕ = Nφ = π, cosϕ = −1 = − cos 2ϕ. The real

part becomes

r2(N−2) − PN (r) + 1 = 0.

Solutions for small N with n = 1 are listed in Table 3.2.

In sum, there are several interesting observations:

• The fixed point at the origin w = 0 is non-hyperbolic;

• Fixed points in the disk only exist on symmetric axes (ϕ = nπ/N ) since Z2 is invari-

ant under rotations eiϕ;

• For N ≥ 6, the origin is the only fixed point.

This cut-off effect can be seen from Figure (3.3). Zero-crossings are solutions to f(r) = 0,

which determine locations of fixed points in the w vector field. For N = 6, the curve is

positive-definite on the real axis (ϕ = 0) and the symmetry axis (ϕ = π/N ). Thus there is

no solution except for r = ±1 which is on the unit circle.
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Figure 3.3:
Plot of the radial component f(r) in Z2 moment for different N along the real
axis (ϕ = 0) and the symmetry axis (ϕ = π/N ). The zero-crossings correspond
to fixed point of ẇ flows.

3.1.2 Flows for ZqZ1−q Models

A natural generalization is to consider ZqZ1−q models with q ∈ N. Since the order

parameter a = ZqZ1−q(Mwp) is a product of moments, it would be useful to have an

explicit expression for Zq(Mwp) as a function of w and w̄. Using expansions

(1− w̄βj)−1 =
∞∑
n=0

(w̄βj)
n,

(1− w̄βj)−q =
∞∑
n=0

(n+ 1)(n+ 2) · · · (n+m− 1)

(m− 1)!
(w̄βj)

n, q ≥ 2,
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we expand Zq into a series of moments,

Zq(Mwp) =
1

N

N∑
j=1

(
βj − w
1− w̄βj

)q
=

1

N

∑
j

(βj − w)q
∞∑
n=0

(n+ 1)q−1

(q − 1)!
w̄nβnj

=
∑
n

(n+ 1)q−1

(q − 1)!
w̄n

1

N

∑
j

βnj

q∑
s=0

(−1)q−s
(
q

s

)
βsjw

q−s

=

q∑
s=0

(−1)q−s
(
q

s

)
wq−s

∞∑
n=0

(n+ 1)q−1

(q − 1)!
w̄nZn+s(p)

=

q∑
s=0

(−1)q−sq

s!(q − s)!
wq−s

∞∑
n=0

(n+ 1)q−1w̄
nZn+s(p).

Reorganizing it, we obtain

Zq(Mwp) = q

q∑
s=0

(−1)q−s

s!(q − s)!
wq−sΣq(w̄, s; p), (3.8)

Σq(w̄, s; p) ≡
∞∑
n=0

(n+ 1)q−1w̄
nZn+s(p), (3.9)

where
(
q
s

)
= q!

s!(q−s)! and the Pochhammer symbol is defined as

(n+ 1)q−1 ≡
q−2∏
l=0

(n+ 1 + l) = (n+ 1)(n+ 2) · · · (n+m− 1) =
Γ(n+ q)

Γ(n+ 1)

where Γ is the gamma function, (n+ 1)0 = 1 and (n+ 1)1 = n+ 1.

3.1.2.1 Simplification at splay base point

At the splay base point p̃, using Zn(Mwp̃) = δn,kN , ∀k ∈ N, the summation Σq for the

q-th moment reduces to

Σq(w̄, s; p̃) =
∞∑
n=0

(n+ 1)q−1w̄
nδn+s,kN =

∞∑
k(s)

(kN + 1− s)q−1w̄
kN−s ≡ Σq(s). (3.10)
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q = 1 q = 2 q = 3

s = 0 1
1−w̄N

(N−1)w̄N+1
(1−w̄N )2

w̄N (N−1)(w̄N (N−2)+(N+4))+2
(1−w̄N )3

s = 1 w̄N−1

1−w̄N
Nw̄N−1

(1−w̄N )2
Nw̄N−1(w̄N (N−1)+(N+1))

(1−w̄N )3

s = 2 w̄N−2(w̄N+N−1)
(1−w̄N )2

Nw̄N−2(w̄N (N+1)+(N−1))
(1−w̄N )3

s = 3 w̄N−3[w̄N (2w̄N+(N+4)(N−1))+(N−1)(N−2)]
(1−w̄N )3

Table 3.3: A Table of Σq(s) on the splay base point.

The lower-bound of the summation over k depends on s: When s = 0, k should start from

0; otherwise k runs from 1 as long as N ≥ max(s) = q. For example,

Σ1(0) =
∞∑
k=0

w̄kN , Σ1(1) =
∞∑
k=1

w̄kN−1;

Σ2(0) =
∞∑
k=0

(kN + 1)w̄kN , Σ2(1) =
∞∑
k=1

kNw̄kN−1, Σ2(2) =
∞∑
k=1

(kN − 1)w̄kN−2;

Σ3(0) =
∞∑
k=0

(kN + 1)(kN + 2)w̄kN , Σ3(1) =
∞∑
k=1

kN(kN + 1)w̄kN−1,

Σ3(2) =
∞∑
k=1

kN(kN − 1)w̄kN−2, Σ3(3) =
∞∑
k=1

(kN − 2)(kN − 1)w̄kN−3.

Results of these summations are listed in Table 3.3.

Then the q-th moment can be written as a weighted sum of Σq(s). The lowest three

cases are listed below

q = 1 : Z1(Mwp̃) = Σ1(1)− wΣ1(0);

q = 2 : Z2(Mwp̃) = Σ2(2)− 2wΣ2(1) + w2Σ2(0);

q = 3 : Z3(Mwp̃) =
1

2
(Σ3(3)− 3wΣ3(2)− 3w2Σ3(1) + Σ3(0)).
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3.1.2.2 Zeros of Z3 moment at splay base point

Now we can examine the zeros of Z3(Mwp̃). Using the above formula,

Z3(Mwp̃) =
f3(w, w̄)

2(1− w̄N)3
, (3.11)

where the numerator is a polynomial of w and w̄,

f3(w, w̄) = (N − 1)(N − 2)(w̄N−3 − w̄2Nw3) + (N + 4)(N − 1)(w̄2N−3 − w̄Nw3)

+ 3N(N − 1)(w̄2N−1w2 − w̄N−2w) + 3N(N + 1)(wN−1w2 − w̄2N−2w)

+ 2(w̄3N−3 − w3). (3.12)

Let w = reiφ , then f3 becomes

f3(r, φ) = e−i(2N−3)φ[−(N − 1)(N − 2)r2N+3 + 3N(N − 1)r2N+1

− 3N(N + 1)r2N−1 + (N + 4)(N − 1)r2N−3]

+ e−i(N−3)φ[−(N + 4)(N − 1)rN+3 + 3N(N + 1)rN+1

− 3N(N − 1)rN−1 + (N − 1)(N − 2)rN−3]

+ 2e−i3(N−1)φr3N−3 − 2ei3φr3.

Splitting f3 into the real and the imaginary parts, and solving f3 = Ref3 + iImf3 = 0,

0 = P1(r) cos[(2N − 3)φ] + P2(r) cos[(N − 3)φ]

+ 2r3N−3 cos[3(N − 1)φ]− 2r3 cos(3φ),

0 = P1(r) sin[(2N − 3)φ] + P2(r) sin[(N − 3)φ]

+ 2r3N−3 sin[3(N − 1)φ] + 2r3 sin(3φ),
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N r N r

3

1
−1 + 2 cos

(
2π
9

)
≈ 0.532089

− cos
(
π
9

)
+
√

3 sin
(
π
9

)
≈ −0.347296

−1 + 2 sin
(
π
18

)
≈ −0.652704

7

1
0.62273

0.0679779
0

4

±1
± 1√

3
≈ 0.57735

0

8

±1
±0.615633
±0.248274

0

5
1

0.603593
0

9

1
0.577835
0.438031

0

6

±1

±
√

5−1
2
≈ 0.618034

0

≥ 10 0, ±1

Table 3.4: Zeros of Z3 on the real axis (φ = 0).

where the polynomials in r are defined as

P1(r) = −(N − 1)(N − 2)r2N+3 + 3N(N − 1)r2N+1

− 3N(N + 1)r2N−1 + (N + 4)(N − 1)r2N−3,

P2(r) = −(N + 4)(N − 1)rN+3 + 3N(N + 1)rN+1

− 3N(N − 1)rN−1 + (N − 1)(N − 2)rN−3.

Observing that all zeros are on symmetric axis φn = nπ
N
, n = 0, . . . , N − 1, we only

need to examine φ0 = 0 and φ1 = π
N

due to the rotational symmetry. Results for locations

of zeros are listed in Table 3.4 and Table 3.5. For N ≥ 10, there are only zeros at 0 or ±1.
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N r N r

3

1− 2 sin
(
π
18

)
≈ 0.652704

cos
(
π
9

)
−
√

3 sin
(
π
9

)
≈ 0.347296

1− 2 cos
(

2π
9

)
≈ −0.532089
−1

7

0
−0.0679779
−0.62273
−1

4
±
√

1
3
(4−

√
7) ≈ ±0.671875

±
√

2−
√

3 ≈ ±0.517638
0

8 0

5
0

−0.603593
−1

9

0
−0.438031
−0.577835
−1

6 0 ≥ 10 0, ±1

Table 3.5: Zeros of Z3 on the first symmetry axis (φ = π/N ).

3.2 Geometry of Reduced Group Orbits

3.2.1 Poincaré Disk

For phase models, the base point p = (β1, . . . , βN) is identified with eicp where c is

a constant angle. This symmetry makes the state space topologically equivalent to TN−1.

Then the reduced G-orbit G̃p is a two dimensional subspace in TN−1 formed by actions of

Möbius transformations on a base point p. There are N − 2 constants of motion and the

flow in G̃p is characterized by ẇ (ζ̇ becomes irrelevant), ẇ = −1
2
(1−|w|2)a(Mwp), which

is a vector field in the unit disk ∆ = {|w| < 1}.

The factor (1−|w|2) in ẇ implies that the flow vanishes as w approaches the unit circle

|w| = 1. It stems from the invariant differential of Möbius transformations on points in

the unit disk (see Chapter 2). This factor naturally shows up in the metric of Poincaré disk

model for 2D hyperbolic geometry. To further explore this correspondence between the

reduced G-orbit G̃p and the Poincaré disk ∆, we need to briefly review some basic facts

about hyperbolic geometry.
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3.2.1.1 Metrics and isometries

Isometries are transformations that keep the distance function (a metric) in a space

invariant. In 2D Euclidean space R2, for example, the distance between two points ri =

(xi, yi) with i = 1, 2 is defined through Pythagorean theorem,

d(r1, r2) =
√

(∆x)2 + (∆y)2 =
√

(x1 − x2)2 + (y1 − y2)2.

Using complex variables w = x+ iy, the metric can be expressed as

ds = |dw| = |dx+ idy| =
√
dx2 + dy2, (3.13)

which is invariant under translations, rotations and reflections with respect to an axis. These

transformations are isometries of R2 and form a group.

Likewise, Möbius transformations M ∈ G are orientation-preserving isometries on the

unit disk with hyperbolic metric

ds =
2 |dw|

1− |w|2
= λ(w) |dw| , λ(w) =

2

1− |w|2
, (3.14)

where the multiplier λ(w) is a geometric factor that captures the “deformation” from the

Euclidean metric.

We have shown (in Chapter 2) that base points p and p′ related by a Möbius transfor-

mation in a reduced G-orbit corresponds to coordinates w and w′ in the unit disk, also

related by the same Möbius transformation. Changing base points in G̃p amounts to ap-

plying Möbius transformations on ∆, which does not change the metric. Therefore, the

hyperbolic metric is intrinsic on the unit disk, independent of the choice of base points in

a given reduced G-orbit. Since there is a one-to-one correspondence between G̃p and ∆,
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Figure 3.4:
Escher’s woodcut “Circle Limit I” as an illustration for the Poincaré disk (From
https://www.wikiart.org/). The metric gets distorted so that all the
birds and fish have the same size and shape. Points on the boundary are in-
finitely far away. They connected by geodesics along spines of birds and fish.

we can transfer this natural metric from the unit disk to the reduced G-orbit, and make an

identification between these two spaces.

3.2.1.2 Geodesics and vector fields

Geodesics on the Poincaré disk are lines or circular arcs that are perpendicular to the

boundary. A vivid illustration is the woodcut “Circle Limit I ” by M. C. Escher (see Figure

3.4). In a finite disk, the artist masterfully presented infinite numbers of equally-shaped and

sized (under the hyperbolic metric) birds and fish, whose spines are geodesics connecting

two points on the boundary.

In our case, there is an intriguing connection between the geodesics through a point

w ∈ ∆ and the vector field ẇ for Z1 phase model. It can be shown that there exists a

unique geodesic connecting a point w ∈ ∆ to any point on S1, which gives a unit vector at

w tangential to the geodesic. ẇ is the average of unit vectors pointing to each βj .
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Figure 3.5: Plot of geodesics for Z1 model on two different base points.

3.2.2 Gradient Condition

3.2.2.1 Hyperbolic gradient operator

We have discussed the vector field ẇ on the unit disk and seen several explicit examples

for phase models in previous sections. Now with the metric function defined on ∆, we may

ask: When is the vector field ẇ a gradient flow? Namely, there exists a potential function

h whose gradient gives the flow, ẇ = ∇h. To answer this question, we need to derive a

gradient operator∇hyp that is compatible with the hyperbolic metric.

Using w = x + iy ∈ ∆, then x = (w + w̄)/2, y = (w − w̄)/2i, the partial derivatives

of any smooth function h on ∆ can be expressed in terms of w and w̄,

∂h

∂w
=
∂h

∂x

∂x

∂w
+
∂h

∂y

∂y

∂w
=

1

2

(
∂

∂x
− i ∂

∂y

)
h,

∂h

∂w̄
=
∂h

∂x

∂x

∂w̄
+
∂h

∂y

∂y

∂w̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
h.

So the ordinary gradient (with respect to Euclidean metric ds = |dw|) can be written as
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(using complex notation)

∇euch =

(
∂h

∂x
,
∂h

∂y

)
=
∂h

∂x
+ i

∂h

∂y
= 2

∂h

∂w̄
. (3.15)

With the hyperbolic metric, ds = λ(w) |dw|, λ(w) = 2
1−|w|2 , the gradient operator becomes

∇hyp = λ−2(w)∇euc = 2λ−2 ∂

∂w̄
=

1

2
(1− |w|2)2 ∂

∂w̄
. (3.16)

3.2.2.2 Condition for gradient flows

For a dynamical system on ∆, ẇ = f(w) = f(x + iy) = u(x, y) + iv(x, y) where u

and v are real functions, the gradient condition in the Euclidean metric is just

ẇ = ẋ+ iẏ =
∂h

∂x
+ i

∂h

∂y
= ∇euch = 2

∂h

∂w̄
⇔ ẋ

ẏ

 =

 u

v

 =

 ∂xh

∂yh

⇒

∂xu+ ∂yv = (∂2

x + ∂2
y)h = ∇2h

∂yu− ∂xv = (∂2
yx − ∂2

xy)h = 0

for some real potential function h(x, y). Notice that

∂f

∂w
=

1

2

(
∂

∂x
− i ∂

∂y

)
(u+ iv) =

1

2

[
∂u

∂x
+
∂v

∂y
+ i

(
∂v

∂x
− ∂u

∂y

)]
,

∂f

∂w̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
(u+ iv) =

1

2

[
∂u

∂x
− ∂v

∂y
+ i

(
∂v

∂x
+
∂u

∂y

)]
,

then the gradient condition implies Im(∂wf) = 0. Since ẇ = f = 2∂w̄h, this is equivalent

to Im(∂w∂w̄h = 0).
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Likewise, with the hyperbolic metric multiplier λ = 2
1−|w|2 , a gradient system satisfies

ẇ = ẋ+ iẏ = ∇hyph = λ−2∇euch = λ−2(x, y)

(
∂h

∂x
+ i

∂h

∂y

)
 ẋ

ẏ

 =

 u

v

 =

 λ−2∂xh

λ−2∂yh



⇒


∂xu+ ∂yv = −2λ−3(∂xλ∂xh+ ∂yλ∂yh) + λ−2(∂2

x + ∂2
y)h

∂yu− ∂xv = −2λ−3(∂yλ∂xh− ∂xλ∂yh)

.

If we look at the partial derivative

∂

∂w
(λ2f) =

1

2

(
∂

∂x
− i ∂

∂y

)
(λ2u+ iλ2v)

=
1

2

[
∂(λ2u)

∂x
+
∂(λ2v)

∂y
+ i

(
∂(λ2v)

∂x
− ∂(λ2u)

∂y

)]
=

1

2

{
2λ

(
∂λ

∂x
u+

∂λ

∂y
v

)
+ λ2

(
∂u

∂x
+
∂v

∂y

)
+i

[
2λ

(
∂λ

∂x
v − ∂λ

∂y
u

)
+ λ2

(
∂v

∂x
− ∂u

∂y

)]}
,

its imaginary part would vanish when the flow f = u + iv is a gradient of a potential h

with u = ∂xh and v = ∂yh,

Im
∂(λ2f)

∂w
= 2λ

(
∂λ

∂x
v − ∂λ

∂y
u

)
+ λ2

(
∂v

∂x
− ∂u

∂y

)
= 2λ(∂xλ∂yh− ∂yλ∂xh) + λ2[2λ−3(∂yλ∂xh− ∂xλ∂yh)] = 0.

Similarly, since ẇ = f = 2λ−2∂w̄h, this condition implies

Im
∂2h

∂w∂w̄
= 0. (3.17)
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3.2.2.3 Gradient condition for phase models

For phase models, the flow in the unit disk is

ẇ = f(w) = −1

2
(1− |w|2)a(Mwp) = −λ−1a(Mwp).

The hyperbolic gradient condition is

Im
∂(λ2f)

∂w
= Im

∂(λa(Mwp))

∂w
= Im

[
∂λ

∂w
a(Mwp) + λ

∂a(Mwp)

∂w

]
= 0.

Calculating directly, the derivatives yield

∂λ

∂w
=

∂

∂w

2

1− |w|2
=

2w̄

(1− |w|2)2

∂a(Mwp)

∂w
=

N∑
j=1

∂a(z)

∂zj

∂zj
∂w

=
∑
j

∂a(z)

∂zj

zj
w − βj

,

∂λ

∂w
a(z) + λ

∂a(z)

∂w
=

2w̄

(1− |w|2)2
a(z) +

2

1− |w|2
∑
j

∂a(z)

∂zj

zj
w − βj

=
2

1− |w|2
∑
j

(
w̄zj

1− |w|2
∂a(z)

∂zj
+
∂a(z)

∂zj

zj
w − βj

)

=
2

1− |w|2
∑
j

zj
∂a(z)

∂zj

1− w̄βj
(1− ww̄)(w − βj)

= − 2

(1− |w|2)2

∑
j

∂a
∂zj

,

where we have used

zj = Mwβj =
βj − w
1− w̄βj

,
∂zj
∂w

= − 1

1− w̄βj
=

zj
w − βj

,
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Figure 3.6:
Applying global rotations to ẇ flow for Z1 model on the splay base point with
N = 4. Left panel: Spirals with α = π/4; Right panel: Closed orbits with
α = π/2.

and Euler’s theorem for homogeneous functions

∑
j

zj
∂a(z)

∂zj
= a(z).

Then the gradient condition is essentially

Im
∑
j

∂a
∂zj
≡ ImDa = 0, (3.18)

where D =
∑

j ∂zj is a differential operator acting on the order parameter a. In other

words, if a satisfies this condition, the flow of ẇ can be written as the gradient of a real

function. We will denote this function as a potential Φ with ẇ = ∇hypΦ.

3.2.2.4 Gradient vs. Hamiltonian

If we apply a global rotation eiα to a gradient vector field ẇ = ∇hypΦ, then it becomes

ẇ = eiα∇hypΦ, which is clearly not gradient unless eiα = ±1. Figure 3.6 shows ẇ flows

under two global rotations of π/4 and π/2, which lead to spirals and closed orbits.
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For phase models, rotating the vector field is equivalent as rotating a,

ẇ = eiα∇hypΦ = −1

2
eiα(1− |w|2)a(Mwp).

The gradient condition (Im(Da) = 0⇔ Da ∈ R) gives

ImD(eiαa) = Im(eiαDa) = sinαDa,

which is zero only when α = kπ, k ∈ N. So when α 6= kπ, the rotated phase model is not

a gradient flow.

However, when α = ±π
2

(eiα = ±i), ẇ = ±∇hyp(iΦ). Taking the complex conjugate

and using the metric factor λ = 2(1− |w|2)−1, we have

ẇ = ±1

2
(1− |w|2)2∂(iΦ)

∂w̄
= 2λ−2∂(±iΦ)

∂w̄
, (3.19)

˙̄w = ∓1

2
(1− |w|2)2∂(iΦ)

∂w
= −2λ−2∂(±iΦ)

∂w
, (3.20)

which remind us of the Hamilton equations, q̇ = ∂H
∂p
, ṗ = −∂H

∂q
. This analogy can be made

precise if we introduce a transformation from (w, w̄) to (q, p),

q = Q(w, w̄),
∂

∂w
=
∂Q

∂w

∂

∂q
+
∂P

∂w

∂

∂p
, (3.21)

p = P (w, w̄),
∂

∂w̄
=
∂Q

∂w̄

∂

∂q
+
∂P

∂w̄

∂

∂p
, (3.22)

and identify H = ±iΦ such that

q̇ =
∂Q

∂w
ẇ +

∂Q

∂w̄
˙̄w = 2λ−2

(
∂Q

∂w

∂

∂w̄
− ∂Q

∂w̄

∂

∂w

)
(±iΦ) =

∂H

∂p
,

ṗ =
∂P

∂w
ẇ +

∂P

∂w̄
˙̄w = −2λ−2

(
∂P

∂w̄

∂

∂w
− ∂P

∂w

∂

∂w̄

)
(±iΦ) = −∂H

∂q
.
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This implies

∂

∂p
= 2λ−2

(
∂Q

∂w

∂

∂w̄
− ∂Q

∂w̄

∂

∂w

)
,

∂

∂q
= 2λ−2

(
∂P

∂w̄

∂

∂w
− ∂P

∂w

∂

∂w̄

)
.

Using the relation between (∂w, ∂w̄) and (∂q, ∂p),

∂

∂w
= 2λ−2∂Q

∂w

(
∂P

∂w̄

∂

∂w
− ∂P

∂w

∂

∂w̄

)
+ 2λ−2∂P

∂w

(
∂Q

∂w

∂

∂w̄
− ∂Q

∂w̄

∂

∂w

)
= 2λ−2

(
∂Q

∂w

∂P

∂w̄
− ∂P

∂w

∂Q

∂w̄

)
∂

∂w
+ 2λ−2

(
∂Q

∂w

∂P

∂w
− ∂P

∂w

∂Q

∂w

)
∂

∂w̄
,

∂

∂w̄
= 2λ−2∂Q

∂w̄

(
∂P

∂w̄

∂

∂w
− ∂P

∂w

∂

∂w̄

)
+ 2λ−2∂P

∂w̄

(
∂Q

∂w

∂

∂w̄
− ∂Q

∂w̄

∂

∂w

)
= 2λ−2

(
∂Q

∂w̄

∂P

∂w̄
− ∂P

∂w̄

∂Q

∂w̄

)
∂

∂w
+ 2λ−2

(
∂P

∂w̄

∂Q

∂w
− ∂Q

∂w̄

∂P

∂w

)
∂

∂w̄
,

we obtain a constraint on the transformations Q and P ,

∂Q

∂w

∂P

∂w̄
− ∂P

∂w

∂Q

∂w̄
≡ {Q,P}(w,w̄) =

λ2

2
=

2

(1− ww̄)2
, (3.23)

where {. . . }(w,w̄) is the Poisson bracket with respect to w and w̄. The transformed variables

q and p then satisfy Hamilton’s equation and the Poisson algebra,

{q, p}(q,p) =
∂q

∂q

∂p

∂p
− ∂p

∂q

∂q

∂p

=
(
2λ−2

)2
(
∂P

∂w̄

∂Q

∂w
− ∂P

∂w

∂Q

∂w̄

)2

−
(
2λ−2

)2
(
∂P

∂w̄

∂P

∂w
− ∂P

∂w

∂P

∂w̄

)(
∂Q

∂w

∂Q

∂w̄
− ∂Q

∂w̄

∂Q

∂w

)
= 1. (3.24)

In other words, if we can find such transformations Q and P , then q and p can be thought

of as the canonical coordinate and momentum.
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It is straightforward to verify the following choice

q = Q(w, w̄) =
1

2
ln
w

w̄
, p = P (w, w̄) =

1 + ww̄

1− ww̄
, (3.25)

w = ±eq
√
p− 1

p+ 1
, w̄ = ±e−q

√
p− 1

p+ 1
, (3.26)

satisfies the Poisson bracket relation, Eq. (3.23):

{Q,P}(w,w̄) =
1

2w

2w

(1− ww̄)2
− 2w̄

(1− ww̄)2

−1

2w̄
=

2

(1− ww̄)2
.

Therefore the ẇ flow can be described by a Hamiltonian function H = ±iΦ and a set

of canonically conjugate variables (q, p). Clearly the Hamiltonian itself is a constant of

motion, Ḣ = {H,H}(q,p) = 0. So this 2D system is completely integrable: All trajectories

(q(t), p(t)) lie on levels curves of H .

In sum, when eiα = ±1, the system is a gradient flow with ±Φ being the potential.

When eiα = ±i, the system is a Hamiltonian flow with H = ±iΦ being the Hamiltonian. 1

3.2.2.5 Classes of gradient phase models

Revisiting the WS theory (Z1 model) from a geometric perspective yields new insights:

• Existence of low-dimensional dynamics on a 2D manifold with a hyperbolic metric.

• The Z1 (iZ1) model is a gradient (Hamiltonian) flow

• For phase models, the gradient condition is equivalent to an analytic constraint on

the order parameter, ImDa = 0.

1Despite its appearance, the Hamiltonian H = iΦ is a real function because the canonical coordinate q
is purely imaginary. If we put the imaginary unit i into q and define q = −i ln(ww̄−1)1/2 = arg(w) as the
angular variable, then both q and p are real. The canonical equations become q̇ = ∂pΦ, and ṗ = −∂qΦ.
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The differential operator D acts on functional spaces of Zn moments. It links the ge-

ometry of a dynamical system with algebra. This condition also provides us an operational

criteria for finding new gradient models, since it acts on Zn like an ordinary differential,

DZn = nZn−1, D(ZnZm) = nZn−1Zm +mZnZm−1, n.m ∈ N. (3.27)

With it, we can find new classes of models that are also gradient. The first a few examples

contain double, triple, and quadruple products of moments,

Dn = ZnZ1−n, (3.28)

Tn = Z1+2nZ
2
−n − Z1−2nZ

2
n + Z1+nZnZ−2n − Z1−nZ−nZ2n, (3.29)

Qn = (Z1+nZ−n − Z1−nZn)|Zn|2. (3.30)

It is straightforward to verify:

D(ZnZ1−n) = nZn−1Z1−n − (n− 1)ZnZ−n = n|Zn−1|2 − (n− 1)|Zn|2 ∈ R,

D(Tn) = 3n(Z2nZ
2
−n + Z−2nZ

2
n)− 2n(Zn+1ZnZ−2n−1 + Z−n−1Z−nZ2n+1)

− 2n(ZnZn−1Z1−2n + Z−nZ1−nZ2n−1)

+ n(Zn+1Zn−1Z−2n + Z−n−1Z1−nZ2n) ∈ R,

D(Qn) = 2n|Zn|4 − 2n(|Zn+1|2 + |Zn−1|2)|Zn|2

+ n(Zn+1Zn−1Z
2
−n + Z−n−1Z1−nZ

2
n) ∈ R.
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For example, the double product Dn = ZnZ1−n involves higher-order harmonics coupling,

θ̇j =
żj
izj

= Im(az̄j) = Im
1

N2

N∑
k, l=1

znk z
1−n
l z−1

j =
1

N2

∑
k, l

Imei(nθl+(1−n)θk−θj)

=
1

N2

N∑
k, l=1

sin(nθk + (1− n)θl − θj). (3.31)

More importantly, these models are all gradient flows, which means that they have sim-

ilar “nice” properties as the Z1 model: The existence of potential functions and constants of

motion, and integrability and Hamiltonian dynamics upon π
2
-rotations, etc. In short, simply

by applying the gradient condition ImDa = 0, we have a much richer family of coupled

oscillator systems that are reducible to low-dimensional dynamics.

3.3 Potentials for Phase Models

In the previous section, we showed that if the order parameter of a phase model satisfies

ImDa = 0, then the flow can be written as a hyperbolic gradient of a real potential,

ẇ = −1

2
(1− |w|2)a(Mwp) = ∇hypΦ =

1

2
(1− |w|2)2∂Φ

∂w̄
. (3.32)

For instance, moment-models like Z1 and ZqZ1−q satisfy the gradient condition. So they

can be described by potential functions.

To find the potential, notice that it is related to a in Eq. (3.32),

∂Φ(w, w̄)

∂w̄
= −a(Mwp)

1− |w|2
. (3.33)
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Integrating over w̄,

Φ(w, w̄) = −
∫
dw̄
a(Mwp)

1− ww̄
+ f(w) = F (w, w̄) + f(w), (3.34)

where the function f(w) is analytic in w. Substituting the above equation into the conju-

gate for the potential’s gradient, and using the fact that Φ is real, f(w) can be found by

integrating over w,

−a(Mwp)

1− |w|2
=

(
∂Φ

∂w̄

)
=
∂Φ

∂w
=
∂F

∂w
+
df

dw
⇒ f(w) = −

∫
dw
a(Mwp)

1− |w|2
−
∫
dw

∂F

∂w
.

Then the potential is given by

Φ(w, w̄) = F (w, w̄) + F †(w, w̄)−
∫
dw

∂F̄

∂w
, (3.35)

F (w, w̄) = −
∫
dw̄
a(Mwp)

1− ww̄
, F †(w, w̄) = −

∫
dw
a(Mwp)

1− |w|2
. (3.36)

3.3.1 Z1 Model

At a base point p = (β1, . . . , βN), the order parameter for a gradient Z1 model is

a(p) = Z1(p) . Upon a Möbius transformation on p,

a(Mwp) =
1

N

N∑
k=1

βk − w
1− w̄βk

,
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we can calculate the integral F

F (w, w̄) = −
∫
dw̄
a(Mwp)

1− ww̄
= − 1

N

∑
k

(βk − w)

∫
dw̄

(1− ww̄)(1− βkw̄)

= − 1

N

∑
k

(βk − w)

(
a0

−w
ln(1− |w|2) +

a1

−βk
ln(1− βkw̄)

)

= − 1

N

∑
k

ln
1− |w|2

1− βkw̄
(3.37)

by partial fractions,

1

(1− βkw̄)(1− ww̄)
=

a0

1− ww̄
+

a1

1− βkw̄
; a0 =

w

w − βk
, a1 = − βk

w − βk
.

The conjugate term F † can be found in a similar way:

F †(w, w̄) = −
∫
dw
a(Mwp)

1− w̄w

= − 1

N

∑
k

(β̄k − w̄)

∫
dw

(1− w̄w)(1− β̄kw)
= − 1

N

∑
k

ln
1− |w|2

1− β̄kw
.

Integrating the derivative ∂F
∂w

over w,

∂F

∂w
= − 1

N

∑
k

∂

∂w
ln

1− w̄w
1− βkw̄

= − 1

N

∑
k

−w̄
1− w̄w

,∫
dw

∂F

∂w
= − 1

N

∑
k

∫
−w̄dw
1− w̄w

= − 1

N

∑
k

ln(1− |w|2),

so the potential is

Φ(w, w̄) = − ln(1− |w|2) +
1

N

∑
k

ln(1− βkw̄)(1− β̄kw) ≡ Φ0 + Φ1. (3.38)
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Here Φ1 depends on the configuration of {βk}, since its argument is the Euclidean distance

between βk and w,

Φ1 =
1

N

∑
k

ln |βk − w|2 , (3.39)

which is an analog of the potential for 2D electrostatics, or the potential energy of vortices.

The more intriguing part is Φ0: It is intrinsic to the disk’s geometry and it is the potential

for the ẇ flow as N →∞,

∇hypΦ0 = −1

2
(1− |w|2)2 ∂

∂w̄
ln(1− |w|2) =

1

2
(1− |w|2)w. (3.40)

If we denote βj = eiψj , w = reiϕ and ζ = eiχ, then from the relation between WS

variables (γ,Ψ,Θ) and (r, ϕ, χ):

γ =
2r

1 + r2
, Ψ = ϕ, Θ = ϕ+ χ,

the potential Φ is just theH function defined in WS theory,

Φ(w, w̄) = − 1

N

∑
k

ln
1− |w|2

(1− βkw̄)(1− β̄kw)
=

1

N

∑
k

ln
1− 2Re(βkw̄) + |w|2

1− |w|2

=
1

N

∑
k

ln
1 + r2 − 2r cos(ψk − ϕ)

1− r2
=

1

N

∑
k

ln
1− 2r

1+r2
cos(ψk − ϕ)
1−r2
1+r2

=
1

N

∑
k

ln
1− γ cos(ψk −Ψ)√

1− γ2
= H(γ,Ψ). (3.41)

In addition, the canonical coordinate and momentum for the Hamiltonian flow coincide

with the ones found by WS,

q = − i
2

ln
w

w̄
= ϕ = Ψ, p =

1 + ww̄

1− ww̄
=

1 + r2

1− r2
=

1√
1− γ2

. (3.42)
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We can expand the logarithmic function in a power series, ln (1− x) = −
∑∞

n=1
xn

n
, so

the potential Φ1 becomes a series of moments,

Φ1 =
1

N

N∑
k=1

(ln(1− βkw̄) + ln(1− β̄kw)) = −
∞∑
n=1

(
w̄n

n
Zn(p) +

wn

n
Z̄n(p)

)
.

If the base point p has additional symmetry in its configuration, then the summation further

simplifies.

Splay base point At the splay base point p̃ = (η, η2, . . . , ηN) with η = e2πi/N , Zn(p̃) =

Zn(p̃) = δn,kN , ∀k ∈ N. The series expansion for Φ1 becomes

Φ1 = − 1

N

∞∑
k=1

(
w̄kN

k
+
wkN

k

)
= − 1

N
(ln(1− w̄N) + ln(1− wN)) = ln[(1− w̄N)1/N(1− wN)1/N ]. (3.43)

This can be verified by integrating ∂w̄Φ = −a(w, w̄)(1−|w|2)−1 with the order parameter

a (w, w̄) = Z1(Mwp̃) = (w̄N−1 − w)(1 − w̄N)−1. Thus, the full potential Φ at the splay

base point is

Φ = − ln
1− |w|2

(1− w̄N)1/N(1− wN)1/N
; lim

N→∞
Φ = − ln(1− |w|2), (3.44)

as shown in Figure 3.7.

3.3.2 Z2Z−1 Model

Since the Z2Z−1 model also satisfies the gradient condition, DZ2Z−1 = 2 |Z1|2 −

|Z2|2 ∈ R, there is a potential function whose hyperbolic gradient is the ẇ flow. Under
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Figure 3.7:
Equipotential lines for Z1 model on the splay base point (red solid circles)
p̃ = (η, η2, . . . , ηN) with η = e2πi/N . The open circle at w = 0 denotes an
unstable fixed point.

Möbius transformation with respect to base point p, the order parameter is

a(w, w̄) = Z2(Mwp)Z1(Mwp) =
1

N2

∑
l,k

(
βl − w
1− w̄βl

)2
β̄k − w̄
1− wβ̄k

.

Similar to the previous section, evaluating F (w, w̄) gives

F (w, w̄) = −
∫
dw̄
a (w, w̄)

1− |w|2
= − 1

N2

∑
l,k

(βl − w)2

1− β̄kw
Ilk,

= − 1

N2

∑
l,k

ln

(
1− |w|2

1− βlw̄
+

(βl − w)(β̄k − β̄l)
(1− β̄kw)(1− βlw̄)

)

with the integral Ilk

Ilk =

∫
dw̄

β̄k − w̄
(1− ww̄)(1− w̄βl)2

=

∫
dw̄

(
a0

1− ww̄
+

a1

1− βlw̄
+

a2

(1− βlw̄)2

)
=

1− β̄kw
(w − βl)2

ln
1− |w|2

1− βlw̄
+
β̄k − β̄l
βl − w

1

1− βlw̄
;

a0 =
−w(1− β̄kw)

(w − βl)2
, a1 =

βl(1− β̄kw)

(w − βl)2
, a2 =

1− β̄kβl
w − βl

.
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For the conjugate F †(w, w̄), it is straightforward to show

a(w, w̄) = Z2(Mwp)Z1(Mwp) =
1

N2

∑
l,k

βl − w
1− w̄βl

(
β̄k − w̄
1− wβ̄k

)2

,

F †(w, w̄) = −
∫
dw
a(w, w̄)

1− |w|2
= − 1

N2

∑
l,k

(β̄k − w̄)2

1− βlw̄
Īkl

= − 1

N2

∑
l,k

(
ln

1− |w|2

1− β̄kw
+

(β̄k − w̄)(βl − βk)
(1− βlw̄)(1− β̄kw)

)
. (3.45)

with Īkl being the transposed conjugate of the integral Ilk,

Īkl =

∫
dw

βl − w
(1− w̄w)(1− β̄kw)2

.

Lastly, integrating the derivative ∂F
∂w

over w gives

∂F

∂w
=

1

N2

∑
l,k

(
w̄

1− |w|2
+

(β̄k − β̄l)(1− βlβ̄k)
(1− βlw̄)(1− β̄kw)2

)
,

∫
dw

∂F

∂w
=

1

N2

∑
l,k

(
− ln(1− |w|2) +

(β̄k − β̄l)(βk − βl)
(1− βlw̄)(1− β̄kw)

)
.

Putting all pieces together, the potential Φ is

Φ(w, w̄) = − 1

N2

∑
l,k

(
ln

1− |w|2

(1− βlw̄)(1− β̄kw)
+

(β̄k − β̄l)(βk − w) + (βl − βk)(β̄k − w̄)

(1− β̄kw)(1− βlw̄)

)

= Φ0 + Φ1 + Φ2, (3.46)

Φ2(w, w̄) = − 1

N2

∑
l,k

(β̄k − β̄l)(βk − w) + (βl − βk)(β̄k − w̄)

(1− β̄kw)(1− βlw̄)

= − 1

N2

∑
l,k

(β̄k − β̄l)(βl − w) + (βl − βk)(β̄k − w̄) + (βk − βl)(β̄k − β̄l)
(1− β̄kw)(1− βlw̄)

.
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Here, the potential Φ2 (due to the second-order moment Z2) is a real function, since the

matrix of terms in the summation is equal to its transposed conjugate, i.e. is self adjoint,

as can be observed from the second line of the above equation by switching w ↔ w̄ and

l↔ k.

Note that the potential function is additive, just as expected for a scalar. Using (1− x)−1 =∑∞
n=0 x

n, we expand Φ2 into a series of moments,

Φ2 (w, w̄) =
∞∑

nl,nk=0

w̄nlwnk×

[
Znl+1Z̄nk+1 − w

(
Znl

Z̄nk+1 − Znl−1Z̄nk

)
−w̄

(
Znl+1Z̄nk

− Znl
Z̄nk−1

)
− Znl−1Z̄nk−1

]
.

Splay base point At the splay base point p̃ = (η, . . . , ηN), the potential for Z2Z−1 model

has the following form,

Φ (w, w̄) = −

(
ln

1− |w|2

(1− w̄N)1/N (1− wN)1/N
+
w̄N−1wN−1 −

(
w̄N + wN

)
+ w̄w

(1− w̄N) (1− wN)

)
,

(3.47)

lim
N→∞

Φ = − (ln (1− w̄w) + w̄w) . (3.48)

It is straightforward to check this result by integrating ∂w̄Φ = −a(w,w̄)

1−|w|2 with a (w, w̄) =

f(w,w̄)(wN−1−w̄)
(1−w̄N )2(1−wN )

∼ −w2w̄ as N → ∞. Figure 3.8 shows the potentials for Z2Z−1 model.

Notice the origin becomes a non-hyperbolic node with additional attractive directions, com-

ing from new repelling fixed points in the disk.
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Figure 3.8:
Potentials for Z2Z−1 model on the splay base point (red solid circles) p̃ =
(η, η2, . . . , ηN) with η = e2πi/N . The open circle at w = 0 denotes an unstable
fixed point.

3.4 Flows on (N − 1, 1) Edges

3.4.1 Bifurcation Diagrams

For a two-cluster state characterized by two complex numbers on the unit circle (β1 and

β2), the moment Zp gets simplified,

Zp =
1

N

N∑
j=1

βpj =
M

N
βp1 +

N −M
N

βp2 = sβp1 + (1− s)βp2 . (3.49)

Here s = M
N

is the size of a cluster. For the (N − 1, 1) state, s = 1
N

.

Reduced dynamics on the partially synchronized edge is described by the relative phase

δ = β1β̄2 = eiϕ. (3.50)

Each cluster satisfies the Riccati equation β̇j = iωβj + 1
2
(a − āβ2

j ), where the order
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parameter a becomes

a = eiαZpZ1−p = cZpZ1−p

= c[s2β1 + s(1− s)βp1β
1−p
2 + s(1− s)β1−p

1 βp2 + (1− s)2β2].

The dynamics of δ is determined by

δ̇ =
( β̇1

β1

− β̇2

β2

)
δ =

1

2
[a(β̄1 − β̄2)− c.c.]δ = iIm[a(β̄1 − β̄2)]δ, (3.51)

where the order parameter is

a(β̄1 − β̄2) = c[(2s− 1)− s(1− s)(δp − δ̄p) + s(1− s)(δp−1 − δ̄p−1)− s2δ + (1− s)2δ̄]

= c[s(1− s)δ̄p − s(1− s)δ̄p−1 + (1− s)2δ̄ + (2s− 1)

− s2δ + s(1− s)δp−1 − s(1− s)δp].

Since |δ|2 = 1, the fixed point solution δ̇ = 0 implies Im[a(β̄1 − β̄2)] = 0. Direct

calculations show

Im[a(β̄1 − β̄2)] = (2s− 1) sinα(1− cosϕ)

− cosα{2s(1− s)[sin pϕ− sin(p− 1)ϕ] + [s2 + (1− s)2] sinϕ},

leading to an implicit trigonometric relationship between α and ϕ:

tanα =
1

2s− 1

2s(1− s)[sin pϕ− sin(p− 1)ϕ] + [s2 + (1− s)2] sinϕ

1− cosϕ
(3.52)
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Figure 3.9 illustrates bifurcation diagrams ϕ(α) for various ranks p and number of

oscillators N . We observe a few interesting features:

1. Bifurcation diagrams are symmetric under −π ⇔ π due to periodicity in α and ϕ.

2. The sync state (ϕ = 0) is a fixed point for all α. Its stability depends on the sign of

dδ̇
dδ

∣∣∣
δ=1

, which is further determined jointly by p, N and α.

3. When α = 0, the symmetric splay state (ϕ = ±π) is a fixed point. For higher-degree

models (larger p), there are more “wiggles” in the bifurcation curve, giving rise to

more zero-crossing at the vertical axis (α = 0) thus more fixed points. They are non-

symmetric splay states in which the two clusters are locked up to a constant phase

ϕ∗. The term sin pϕ − sin(p − 1)ϕ in Eq. (3.9) is the reason why the number of

new fixed points grows with p. For very large p, the difference between the two sine

functions are diminishing. The bifurcation curve is centered around an N -dependent

asymptotic curve (Figure 3.10):

tanα =
s2 + (1− s)2

2s− 1
cot

ϕ

2
. (3.53)

4. When N is large, s = 1
N
→ 0. The bifurcation curve converges to a straight line:

tanα = − cot
ϕ

2
⇒ ϕ = −2 cot−1(tanα) = 2α− π, (3.54)

as shown in Figure 3.10. The number of new splay fixed points only depends on

N . So there is competition between p and N , which will be demonstrated in greater

detail in the next sub-section.

5. For fixed p and N , as α increases, saddle-node bifurcations occur between two splay
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{3, 1} {3, 2} {3, 3} {3, 4} {3, 5}

{4, 1} {4, 2} {4, 3} {4, 4} {4, 5}

{5, 1} {5, 2} {5, 3} {5, 4} {5, 5}

{6, 1} {6, 2} {6, 3} {6, 4} {6, 5}

{7, 1} {7, 2} {7, 3} {7, 4} {7, 5}

Figure 3.9:
Bifurcation diagrams ϕ(α) on the (N −1, 1) edge for various models, given by
Eq. (3.52). Each panel is labelled by the degree p and the number of oscillators
N : {N, p}. The horizontal axis is the phase shift α, and the vertical axis the
relative phase difference ϕ between the two clusters. The ranges for α and ϕ
are [−π, π].
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Figure 3.10:
Left panel: The bifurcation diagram for the Z20Z−19 model with N = 3. The
horizontal dashed line is the sync state (ϕ = 0). The red line is the asymptotic
curve for p→∞, given by Eq. (3.53).
Right panel: The bifurcation diagram for the Z1 model with N = 100. The
curve becomes a straight line since N is large, as predicted by Eq. (3.54).

states. With large p and N large and lots of new fixed points, there can be a cascade

of saddle-node and anti-saddle-node bifurcations. At α = π/2, the sync state collides

with the splay state in a transcritical bifurcation.

3.4.1.1 Polynomial Representation

Alternative to using trigonometric functions, we can set 2δ̇ = [a(β̄1 − β̄2)− c.c.]δ = 0

and solve a polynomial of δ,

0 = s(1− s)(c+ c̄)δ̄p−1 − s(1− s)(c+ c̄)δ̄p−2 + (1− s)2c+ s2c̄

+ (2s− 1)(c− c̄)δ − [(1− s)2c̄+ s2c]δ2 + s(1− s)(c+ c̄)δp − s(1− s)(c+ c̄)δp+1.
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As for the Z1 model, the above equation reduces to

āδ2 − bδ − a = 0

with a = sc̄+ (1− s)c and b = (2s− 1)(c− c̄). There are two roots for this equation,

δ± =
b±

√
b2 + 4|a|2
2ā

=
±|Rec|+ i(2s− 1)Imc

sc+ (1− s)c̄
=
± cosα + i(2s− 1) sinα

cosα + i(2s− 1) sinα
.

For α ∈ [−π/2, π/2], cosα ∈ [0, 1]. Then these roots become

δ+ = 1, δ− = −cosα− i(2s− 1) sinα

cosα + i(2s− 1) sinα
.

As for the Z2Z−1 model, the resulting equation is a quartic polynomial of δ,

δ4 +Bδ3 − Cδ2 − B̄δ − 1 = 0, B =
(1− 2s)[(1− s)c̄− sc]

s(1− s)(c+ c̄)
, C =

(2s− 1)(c− c̄)
s(1− s)(c+ c̄)

.

For the ZpZ1−p model with an arbitrary phase shift α (thus an arbitrary c), locations of

fixed points are roots of a polynomial in δ with degree 2p.

3.4.2 New Fixed Points for ZpZ1−p Models

When α = 0, we can find all fixed points on the (N − 1, 1) edge explicitly. Since the

order parameter a is homogeneous for phase models, i.e., a(ζz) = ζa(z), rewriting it in

terms of the relative phase variable δ = eiϕ (ϕ ∈ [−π, π]) for the two-cluster state,

δ̇ = β̇1β̄2 + β1
˙̄β2 =

1

2
(1− δ)[β̄2a(β1, β2) + β1a(β1, β2)]

=
1

2
(1− δ)[a(δ, 1) + ā(1, δ̄)] =

1

2
(1− δ)[a(δ, 1) + δā(δ, 1)]. (3.55)
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In this case, the q-th moment is Zp = sδp + (1− s) and the order parameter reads

a = ZpZ1−p = (sδp+1−s)(sδ1−p+1−s) = s2δ+(1−s)2 +s(1−s)(δp+δ1−p). (3.56)

Then the dynamics of δ̇ is determined by

δ̇ =
1

2
(1− δ){[s+ (1− s)2](1 + δ) + 2s(1− s)(δp + δ1−p)}

=
1

2
δ(δ−1/2 − δ1/2){[s2 + (1− s)2](δ1/2 + δ−1/2) + 2s(1− s)(δp−1/2 + δ−p+1/2)}.

(3.57)

Clearly, δ = 1 is a fixed point such that δ̇ = 0, which corresponds to cosϕ = 1⇔ ϕ = 0.

Other fixed points are solutions to

[s2 + (1− s)2](δ1/2 + δ−1/2) + 2s(1− s)(δp−1/2 + δ−p+1/2) = 0⇒

[s2 + (1− s)2]Q+ 2s(1− s)R2p−1 = 0. (3.58)

Here we denote x = δ1/2, δp−1/2 = x2p−1, x+ x−1 ≡ Q and xn + x−n ≡ Rn. Notice that

(x+ x−1)2p−1 =

2p−1∑
k=0

(
2p−1
k

)
x2p−1−kx−k

=

2p−1∑
k=0

(
2p−1
k

)
x2p−1−2k =

p−1∑
k=0

(
2p−1
k

)
(x2p−1−2k + x−2p+1+2k).

There is a recurrence relation (with 2p− 1 = n),

x2p−1 + x1−2p = (x+ x−1)2p−1 −
p−1∑
k=1

(
2p−1
k

)
(x2p−1−2k + x1+2k−2p)⇒

Rn = Qn −
n−1
2∑

k=1

(
n
k

)
Rn−2k.
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Then for small p,

p = 1, n = 1 : R1 = Q,

p = 2, n = 3 : R3 = Q(Q2 − 3)

p = 3, n = 5 : R5 = Q(Q4 − 5Q2 + 5)

p = 4, n = 7 : R7 = Q(Q6 − 7Q4 + 14Q2 − 7)

p = 5, n = 9 : R9 = Q(Q8 − 9Q6 + 27Q4 − 30Q2 + 9)

. . .

we factor outR as polynomials ofQ and solve the following equation (define σ ≡ 2s(1−s))

(1− σ)Q+ σR2p−1 = 0. (3.59)

Let us consider a few cases with small p.

1. p = 1: Equation (3.59) gives Q = 0. Since Q = δ1/2 + δ−1/2 = 2 cos ϕ
2

, then

ϕ = ±π. So when α = 0, the Z1 model has two fixed points: the sync and the splay

at ϕ = {0,±π}.

2. p = 2: Solving Eq. (3.59) for non-zero solutions,

(1− σ)Q+ σQ(Q2 − 3) = Q(σQ2 − 4σ + 1) = 0⇒ Q2 = 4− σ−1.

Since Q = 2 cos ϕ
2
∈ [−2, 2], then Q2 ∈ [0, 4]. This puts a constraint on σ, i.e.,

on the cluster’s size s. Or equivalently, there will be a constraint on the number of

oscillators:
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For the (N − 1, 1) state, s = 1
N

, σ = 2(N−1)
N2 . The critical condition Q2 = 0 implies

4− N2

2(N − 1)
= −N

2 − 8N + 8

2(N − 1)
= 0⇒ N± = 4± 2

√
2 = {1.17157, 6.82843}.

When N = {3, 4, 5, 6}, Q2 = (N−N−)(N+−N)
2(N−1)

∈ [0, 4]. The fixed points locate at

ϕ± = 2 arccos
Q

2
= 2 arccos

(
±

√
(N −N−)(N+ −N)

8(N − 1)

)
. (3.60)

So when α = 0, the Z2Z−1 model has three fixed points, ϕ = {0,±π, ϕ±}, on the

(N − 1, 1) edge for N = {3, 4, 5, 6}.

3. p = 3: Equation (3.59) becomes

Q4 − 5Q2 + 4 + σ−1 = 0⇒ Q2 =
1

2
(5±

√
9− 4σ−1).

For the (N − 1, 1) state, the critical condition
√

9− 4σ−1 = 0 yields

9− 2N2

N − 1
= −2N2 − 9N + 9

N − 1
= 0⇒ N± =

1

4
(9± 3) = {3

2
, 3}.

Q2 is real only whenN = 3, corresponding to two fixed points atϕ± = 2 cos−1
(
±
√

5
8

)
.

So when α = 0 and N = 3, the Z3Z−2 model has tangent fixed points at ϕ± and a

splay state on the (N − 1, 1) edge

4. p = 4: Equation Q6−7Q4 +14Q2−8+σ−1 = 0 has real solutions up to Nmax = 14

for (N − 1, 1) state, Q2
Nmax

= 0.0335263. The two fixed points are ϕ± ≈ ±2.95823,

which is consistent with the result of trigonometric representations.

From the above observations, we know that the number of new fixed points and associated

saddle-node bifurcations depend subtly on the degree p and the number of oscillators N .
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Specifically, with a given p, there is a maximal Nmax(p) above which the symmetric splay

state (ϕ = ±π) and the sync state (ϕ = 0) are the only fixed points. In other words,

the non-symmetric splay state can exists when N ≤ Nmax(p). The following table lists

Nmax(p) and the number of non-symmetric splay fixed points for p ≤ 4.

p 1 2 3 4

Nmax(p) 3 6 3 14

# of non-symmetric splay states 0 2 1 2

3.5 Summary

In this chapter, we investigate several aspects of Kuramoto phase models whose dy-

namics are equivalent to two-dimensional flows w(t) [Eq. (3.1)] in the Poincaré disk of

hyperbolic geometry.

We systematically explore the fixed point structure of the w flow for the Z1 and ZpZ1−p

models. Using the hyperbolic metric, we derive a general condition for the flow to be a gra-

dient of some potential function. With this condition, we are able to show that the Z1 phase

model (the identical Kuramoto-Sakaguchi model) is a gradient system when the phase shift

α = 0. It becomes a Hamiltonian system when α = π/2. This gradient/Hamiltonian

duality provides a natural way of understanding the integrability in the “cosine” model

discussed in the WS theory.

Moreover, we find new classes of phase models that satisfy the gradient condition. They

include families of double, triple, and quadruple products of higher moments of oscillators’

configurations. These models enjoy all features of as the Z1 model (existence of potentials

and Hamiltonians, low-dimensional dynamics, constants of motion, etc.), and have richer

fixed point structures and bifurcations, especially on the partially synchronized subspace.
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CHAPTER IV

Extended Phase Models

Up to now, we have been considering identical Kuramoto oscillators, which are sub-

ject to dimension-reduction and yield interesting features such as 2D dynamics, a gradient

condition, and integrability.

It is tempting to ask, can this formalism be applied to non-identical system? We will

address this question in this chapter. It turns out that if identical oscillators contribute

unequally to the order parameter, the similar group-theoretic approach can be adopted. In

other words, we can study extended phase models with non-identical coupling under the

same framework.

Of particular interest is when different contributions to the order parameter sum up

to zero. Then the system is simultaneously gradient and Hamiltonian. The w flows are

analogous to field lines of a two-dimensional electrostatic system with equal numbers of

positive and negative charges.
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4.1 Extended Z1 Phase Models

A natural generalization to simple phase models is including unequal weights in the

order parameter. Let us start with the Z1 model,

a(p) =
N∑
j=1

cjβj, cj ∈ C. (4.1)

Here the coefficient cj can be any complex number. It is clear that this weighted moment

still satisfies the condition a(ζp) = ζa(p) for phase models.

Since all βj follow the Riccati equation β̇j = iωβj + 1
2
(a− āβ2

j ) with a =
∑N

l=1 clβl,

using βj = eiθj , β̇j = iβj θ̇j and cl = Kle
iαl , the equation for θj is,

θ̇j = ω +
1

2i

N∑
l=1

(clβlβ̄j − c̄lβ̄lβj) = ω +
N∑
l=1

Im(clβlβ̄j)

= ω +
N∑
l=1

Kl sin(θl − θj + αl). (4.2)

In other words, the weights cl in the order parameter determine an inhomogeneous coupling

Kl and a phase lag αl between the l-th oscillator and the whole population. The coupling

matrix has N identical rows,

K =



K1 K2 · · · KN

K1 K2 · · · KN

...
... . . . ...

K1 K2 · · · KN


, (4.3)

which is clearly not symmetric unless all Kj are the same. 1

1Even with identical couplings Kj = Kl = K for all nodes, the phase lags can still be node-dependent:
cj = Keiαj .
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In Chapter 3, depending on the phase shift α in the order parameter a, we have seen

that the simple Z1 phase model can be a gradient flow (α = 0, π) or a Hamiltonian flow

(α = ±π/2). This is further embodied by two constraints on a:


ImDa = 0 Gradient flows,

ReDa = 0 Hamiltonian flows.
(4.4)

For the extended Z1 phase model, the differential Da is the sum of all weights, which is

the weight of the zeroth moment C, given by

Da = (∂β1 + . . .+ ∂βN )
N∑
j=1

cjβj =
N∑
j=1

cj = C. (4.5)

So there are three interesting cases:

1. Gradient flows: ImDa = Im
∑

j cj = 0;

2. Hamiltonian flows: ReDa = Re
∑

j cj = 0;

3. Gradient and Hamiltonian flows: Da =
∑

j cj = 0.

In the following subsections, we will discuss each case in detail.

4.1.1 Gradient-Hamiltonian Structures

Gradient flows: Im
∑

j cj = 0

When the sum of all coupling weights is real,
∑

j cj ∈ R, the flow is given by a hyper-

bolic gradient a (real) potential ẇ = ∇hypΦ with Φ related to the order parameter,

∂Φ

∂w̄
= −a(Mwp)

1− |w|2
, a(Mwp) =

∑
j

cj
βj − w
1− w̄βj

.
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Integrating over w̄, the potential is

Φ = −
∫
dw̄
a(Mwp)

1− |w|2
+ f(w) = −

∑
j

cj(βj − w)

∫
dw̄

(1− w̄βj)(1− ww̄)
+ f(w).

= −
∑
j

cj ln
1− ww̄
1− βjw̄

+ f(w).

The holomorphic function f(w) can be found via an integration over w,

∂Φ

∂w
= −

∑
j

cj∂w ln
1− ww̄
1− βjw̄

+
df

dw
= −a(Mwp)

1− ww̄
⇒

f(w) = −
∫
dw
a(Mwp)

1− ww̄
+
∑
j

cj

∫
−w̄dw
1− w̄w

= −
∑
j

c̄j ln
1− ww̄
1− β̄jw

+
∑
j

cj ln(1− w̄w).

Since
∑

j cj =
∑

j c̄j ∈ R, f(w) only depends on w. In fact, f(w) =
∑

j c̄j ln(1 − β̄jw).

Then the potential can be written as

Φ ≡ Φ0 + Φ1, (4.6)

Φ0 = − ln(1− ww̄)
∑
j

c̄j = − ln(1− ww̄)
∑
j

cj, (4.7)

Φ1 =
∑
j

[c̄j ln(1− β̄jw) + cj ln(1− βjw̄)] = Re
∑
j

c̄j ln(1− β̄jw)2. (4.8)

Clearly, Φ is a real function, which is consistent with the gradient condition.

Hamiltonian flows: Re
∑

j cj = 0

When the sum of all weights is imaginary,
∑

j cj ∈ iR, this corresponds to ẇ =

i∇hypΦ. The flows get rotated by 90 degrees from the gradient case, and form closed

orbits.
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Gradient-Hamiltonian duality

Let us first consider a gradient system in 2D Euclidean space with a potential Φ,

ẋ = ∇Φ⇔

 ẋ

ẏ

 =

 Φx

Φy

 .

Here subscripts denote spatial derivatives. Using z = x+ iy and differentials

∂

∂z
=

1

2

(
∂

∂x
− i ∂

∂y

)
,

∂

∂z̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
,

then ẋ is equivalent to

ż = ẋ+ iẏ = Φx + iΦy = 2
∂Φ

∂z̄
.

Suppose we can construct a holomorphic function in the complex plane

F (z) = F (x+ iy) = Φ(x, y) + iH(x, y)

where the real part is the potential Φ. The imaginary partH is assumed to be differentiable,

whose meaning will become clear in a moment. Since F is holomorphic, the Cauchy-

Riemann equations are satisfied,

Φx = Hy, Φy = −Hx. (4.9)

The derivative of F is

dF (z)

dz
=

1

2

(
∂

∂x
− i ∂

∂y

)
(Φ + iH) =

1

2
[Φx +Hy + i(Hx − Φy)] = Φx + iHx,
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which is related to the gradient flow,

ż = Φx + iΦy = Φx − iHx = Φx + iHx = F ′(z). (4.10)

Notice that F ′(z) can also be written as

F ′(z) = Hy − iΦy = Hy + iHx = Hy − iHx,

then H can be understood as a Hamiltonian function with

 ẋ

ẏ

 =

 Hy

−Hx

⇒ ż = ẋ+ iẏ = Hy − iHx = F ′(z). (4.11)

Therefore, a gradient (Hamiltonian) system in 2D can be characterized by a holomorphic

function F where the real (imaginary) part is the potential (Hamiltonian) function:

ReF = Φ, ImF = H. (4.12)

A special case:
∑

j cj = 0

As for extended Z1 phase models, the above analysis still holds if we use the hyper-

bolic gradient operator ∇hyp = λ−2∇euc = 1
2
(1 − ww̄)2∂w̄. Since we have already found

the potential Φ for the gradient flow, it is tempting to find a holomorphic function F that

incorporates the Hamiltonian part.

In fact, if we define F as

F (w) = −
N∑
j=1

c̄j ln
1− ww̄

(1− β̄jw)2
, (4.13)

it is holomorphic when
∑

j cj =
∑

j c̄j = 0; then F = 2
∑

j c̄j ln(1 − β̄jw). This is a
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special case since every row in the coupling matrix sums up to zero, which corresponds to

the so-called Laplacian condition.

It is straightforward to verify that the function F leads to the correct ẇ flow:

ẇ = F ′(w) =
1

4
(1− ww̄)2dF (w)

dw
=

1

4
(1− ww̄)2

∑
j

cj

(
w

1− ww̄
− 2βj

1− βjw̄

)

=
1

4
(1− ww̄)

∑
j

cj

(
w − 2

βj − w + w − wβjw̄
1− βjw̄

)
=

1

4
(1− ww̄)

∑
j

cj

(
−2

βj − w
1− βjw̄

− w
)

∑
j cj=0
= −1

2
(1− ww̄)

∑
j

cj
βj − w
1− βjw̄

− = −1

2
(1− ww̄)a(Mwp).

With cj = aj + ibj and ln(1− β̄jw) = ln |1− β̄jw| + i arg(1− β̄jw), the real and the

imaginary part are

Φ = ReF =
∑
j

[c̄j ln(1− β̄jw) + cj ln(1− βjw̄)] (4.14)

=
∑
j

[
aj ln |1− β̄jw|2 + 2bj arg(1− β̄jw)

]
,

H = ImF = −i
∑
j

[c̄j ln(1− β̄jw)− cj ln(1− βjw̄)] (4.15)

= −
∑
j

[
bj ln |1− β̄jw|2 − 2aj arg(1− β̄jw)

]
.

Clearly, the gradient condition and the Hamiltonian condition have both been implemented

in this construction.
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Figure 4.1:
A circular trajectory of ImF = const connecting a point w (the red dot) and
two clusters β1 (the black dot) and β2 (the light gray dot) with opposite weights:
c1 = −1, c2 = 1. The dashed gray line is the unit circle.

Circular Field Lines

Consider two clusters on the unit circle located at β1 = eiθ1 and β2 = eiθ2 with weights

c1 = 1 = −c2. The holomorphic function is

F = ln(1− β̄1w)2 − ln(1− β̄2w)2 = 2 ln
1− β̄1w

1− β̄2w
. (4.16)

Contours of the imaginary part ImF = const are circles that pass through β1, w and β2, as

shown in Figure 4.1.

Since F is a holomorphic function, Φ is a harmonic function. This implies that Φ cannot

have local minima or maxima inside the unit disk except for constant values, which further

excludes sinks or sources in the ẇ vector field.

The system is Hamiltonian and gradient at the same time. Contours for the Hamiltonian

flows are given by Φ = 2ReF = const, while contours for the gradient flows are given by

H = 2ImF = const. Figure 4.2 illustrates both contours of the extended Z1 phase model

(
∑

j cj = 0) for small N . As expected, both contours are perpendicular to each other. The

ẇ flows align with the gradient flows.
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Figure 4.2:
Contours of gradient flows (pink lines) and Hamiltonian flows (black lines) for
the extended Z1 phase model (

∑
j cj = 0) on the splay base point (red solid

circles) p̃ = (η, η2, . . . , ηN) with η = e2πi/N . Both contours are perpendicular
to each other. Contours of gradient flows are also the ẇ flows. The weights are
chosen to sum up to zero. Left panel (N = 3): cj =

{
−2

3
, 1

3
, 1

3

}
; Middle panel

(N = 4): cj =
{
−1

4
, 1

4
,−1

4
, 1

4

}
; Right panel (N = 5): cj =

{
−2

5
, 1

5
, 1

5
, 2

5
,−2

5

}
.

4.1.2 An Analogue with 2D Electrostatics

The potential for the extended Z1 phase model with real coefficients has an interesting

physical analogue: If we view the complex number w = reiϕ as a point in the unit disk,

and think of the weights cj as “electric charges” qj located on the unit circle, the potential

Φ(w) mimics the electrostatic potential Φe due to N charges at a point w in the unit disk.

Logarithmic potentials and non-uniform charge density

Here we assume the “electric field” E is two-dimensional. According to Gauss’ law in

2D (in a proper unit system), the electric field scales as the inverse of the distance measured

from the charge: ∮
E · ds =

∫
ρda⇔ ∇ · E = ρ⇒ E ∝ q

r
.
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ρ = ∇2Φe = ∇ · E E = ∇Φe Φe

0 0 const.
4 2rer r2

4
(1−r2)2

2r
1−r2er − ln(1− r2) =

∑∞
n=1

r2n

n

Table 4.1: Typical charge densities, electric fields and potentials in 2D electrostatics

Since the electric field is the gradient of the electric potential, E = ∇Φe, direct integration

gives the potential as a logarithmic function in the (Euclidean) distance r,

Φe =

∫
E(r)dr ∝ q ln r.

Using polar coordinates (r, ϕ),

∇ =
∂

∂r
er +

1

r

∂

∂ϕ
eϕ, ∇· = 1

r

∂

∂r
r +

1

r

∂

∂ϕ
, ∇2 =

∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂2

∂ϕ2
,

Table 4.1 summarizes typical charge distributions, electric fields, and potentials in the unit

disk (0 < r < 1):

Interestingly, the non-uniform charge density ρ that leads to a logarithmic potential is

related to the hyperbolic metric factor λ,

ρ =
4

(1− r2)2
= λ2 =

(
2

1− ww̄

)2

, ds = λ|dw| = λ
√
dx2 + dy2. (4.17)

Note that the charge density diverges as r → 1. The total charge in the disk also diverges,

q = 2π

1∫
0

ρ(r)rdr =
4π

1− r2

∣∣∣∣1
0

→∞.

Another intriguing feature for a 2D electro-dipole is that the field lines are circles, as

shown in Figure 4.3. This strikingly resonates with circular ẇ flows when ImF = const.
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Figure 4.3:
Left panel: Circular w flows (pink lines) and equal-potential curves (black
lines) for the extended Z1 phase model with N = 2, c1 = 1, c2 = −1.
Right panel: Circular field lines of a 2D electric dipole moment. Two charges
with q1 = 1 (black circle) and q2 = −1 (light gray circle) locate on the hori-
zontal axis at (1, 0) and (−1, 0). The dashed gray line denotes the unit circle,
which is also a field line.

Potentials for
∑

j cj = 1 and
∑

j cj = 0

In the simple Z1 model when
∑

j cj =
∑

j N
−1 = 1, the potential

Φ = − ln(1− ww̄) +
1

N

∑
j

ln |βj − w|2

is analogous to the electric potential of a 2D Coulomb system: N identical charges (qj =

2N−1) are located on the unit circle with each at βj . There is also a non-uniform back-

ground charge in the unit disk with density ρ = λ2 = 4(1− ww̄)−2. When
∑

j cj = 0, the

charge background disappears, and the potential is just Φ = N−1
∑

j ln |βj − w|2.

Table 4.2 summarizes several key features of this analogy.
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Extended Phase Model 2D Electrostatics
Variables w, βj , cj r, rj , qj

Zero Weights as Charge Neutrality
∑

j cj = 0, ∀cj ∈ R
∑

j qj = 0

Potential
∑

j cj ln |βj − w|2
∑

j qj ln |rj − r|
Background Potential − ln(1− ww̄) − ln(1− r2)

Geometric Factor as Charge Density λ2 = 4
(1−ww̄)2

ρ = 4
(1−r2)2

Circular Field Lines ẇ flows for N = 2 electric field of a dipole

Table 4.2: An analog between extended Kuramoto phase models and 2D electrostatics

4.1.3 Fixed Points and Stability

Now we analyze the fixed points and stability for extended Z1 phase models. This is a

generalization for the simple Z1 model in Chapter 3.

For a given base point p = (β1, . . . , βN) and a set of coupling weights c = (c1, . . . , cN),

we assume there are r < N fixed points in the disk and label them as (w1, . . . , wr) ∈ ∆.

Each one of them satisfies ẇk = 0 (k = 1, . . . , r). Equivalently, for each wk, we have r

linear equations for cj:

a(Mwk
p) =

N∑
j=1

cj
βj − wk
1− w̄kβj

≡
N∑
j=1

cjAjk = 0, k = 1, . . . , r. (4.18)

If a solution (c1, . . . , cN) exists, then the fixed point wk is realizable. Since there are more

unknowns than the number of equations (N > r), we can get arbitrarily many fixed point

in ∆ and no other types of fixed points.

We can linearize the equation of motion near of one of the fixed points wk. It is con-

venient to transform the coordinate system such that the fixed point sits at the origin in the

new coordinate system. This can be achieved by applying a Möbius transformation on the

base point p: p→ Mwk
p = pk, i.e. βj → Mwk

βj = β′j , so wk → Mwk
wk = 0 becomes the
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origin. In this coordinate system, we expand the ẇ flow:

ẇ = −1

2
(1− ww̄)a(Mwpk) = −1

2
(1− ww̄)

∑
j

cj
β′j − w
1− w̄β′j

≈ −1

2

∑
j

cj(β
′
j − w)(1 + w̄β′j)

≈ −1

2

∑
j

cj(β
′
j − w + w̄β′2j ) =

1

2
(−Z1 + wC − w̄Z2), (4.19)

where the weighted second moment Z2 =
∑

j cjβ
′2
j should be evaluated at pk = Mwk

p.

Using w = x+ iy and C =
∑

j cj , the above equation is equivalent to

ẋ =
1

2
[−ReZ1 + (ReC − ReZ2)x− (ImC + ImZ2)y] ,

ẏ =
1

2
[−ImZ1 + (ImC − ImZ2)x+ (ReC + ReZ2)y] .

Then the linearization matrix

L =

 ∂ẋ
∂x

∂ẋ
∂y

∂ẏ
∂x

∂ẏ
∂y


(0,0)

=
1

2

 ReC − ReZ2 −(ImC + ImZ2)

ImC − ImZ2 ReC + ReZ2

 (4.20)

has detL = 1
4
(|C|2 − |Z2|2) and trL = ReC, and thus has two eigenvalues

λ± =
1

2

[
ReC ±

√
|Z2|2 − (ImC)2

]
. (4.21)

Identical real weights: cj = 1
N

This corresponds to the simple Z1 model, C =
∑N

j=1
1
N

= 1. It is a gradient flow with

two positive real eigenvalues

λ± =
1

2
(1± |Z2|), (4.22)
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since the second moment |Z2| cannot exceed 1. So the fixed point is always an unstable

node. As we have shown in Chapter 3, it is the only fixed point in the unit disk.

Real weights

The system is a gradient flow, Im
∑

j cj = ImC = 0. The fixed point has two real

eigenvalues,

λ± =
1

2
(C ± |Z2|). (4.23)

Without an imaginary part, it can never be a center or a spiral. In fact, since

|Z2| = |
∑
j

cjβ
2
j | ≤

∑
j

|cjβ2
j | =

∑
j

|cj||β2
j | =

∑
j

|cj|,

when all weights are positive, |Z2| ≤
∑

j |cj| =
∑

j cj = C, and then both eigenvalues

are non-negative. The fixed point can be an unstable node or a non-isolated repeller (when

|Z2| = C), but never a saddle. On the contrary, when all weights are negative, |Z2| ≤ −C,

then both eigenvalues are non-positive, making the fixed point a stable node or a non-

isolated attractor (when |Z2| = −C).

A special case is when the weights sum to zero, C =
∑

j cj = 0. The fixed point

becomes a saddle with two opposite eigenvalues,

λ± = ±1

2
|Z2|. (4.24)

This is consistent with the analysis on the potential, and results shown in Figure 4.2. The

system is simultaneously gradient and Hamiltonian. Clearly, the type of fixed point is

determined by coupling weights. Bifurcations may occur when some cj change signs.
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Imaginary weights

The system is a Hamiltonian flow, Re
∑

j cj = ReC = 0. The eigenvalues for the fixed

point are

λ± = ±1

2

√
|Z2|2 − (ImC)2 = ±1

2

√
(|Z2|+ ImC)(|Z2| − ImC). (4.25)

As long as all weights have the same sign, from the inequality

|Z2| ≤
∑
j

|cj| =
∑
j

|Imcj| =


∑

j Imcj = ImC Imcj > 0, ∀j

−
∑

j Imcj = −ImC Imcj < 0, ∀j

both eigenvalues are imaginary, making the fixed point a center. When C =
∑

j cj = 0,

the system is both gradient and Hamiltonian and the fixed point must be a saddle. (Perhaps

a degenerate saddle.)

Complex weights

We can write the weights as cj = Kje
iαj with

ReC =
∑
j

Recj =
∑
j

Kj cosαj, ImC =
∑
j

Imcj =
∑
j

Kj sinαj.

The inequality for |Z2| reduces to |Z2| ≤
∑

j |cj| =
∑

j |Kje
iαj | =

∑
j |Kj|. For a general

set of cj’s, the eigenvalues are

λ± =
1

2

∑
j

Kj cosαj ±

√√√√|Z2|2 −

(∑
j

Kj sinαj

)2
 . (4.26)

Table 4.3 summarizes fixed points and their stability of the extended Z1 model.
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C =
∑N

j=1 cj 2λ± Fixed points∑
j

1
N

= 1 1± |Z2| unstable node
0 ±|Z2| saddle

Real C ± |Z2| node:

{
stable, cj < 0 ∀j
unstable, cj > 0 ∀j

Imaginary ±
√
|Z2|2 − (ImC)2 center

Complex ReC ±
√
|Z2|2 − (ImC)2 multiple types

Table 4.3: Fixed points and their stability of the extended Z1 phase model.

4.1.4 Flows on (N − 1, 1) Edges

On a partially synchronized edge in the reduced G-orbit G̃p ⊂ TN , which corresponds

to βj ∈ S1 as the boundary of the unit disk ∆, there are two clusters in the population

of oscillators, β1 and β2. Each one of them evolves according to the Riccati equation,

β̇j = iωβj + 1
2
(a− āβ2

j ), j = 1, 2. The order parameter can be expressed as

a(p) = Z1(p) = β1

M∑
j=1

cj + β2

N∑
j=M+1

cj = β1s1 + β2s2, s1 =
M∑
j=1

cj, s2 =
N∑

j=M+1

cj.

We can define a relative phase variable between the two clusters, δ = β1β̄2, whose dynam-

ics are given by

δ̇ = β̇1β̄2 + β1
˙̄β2 =

1

2
(1− δ)(aβ̄2 + āβ1) =

1

2
(1− δ)[δ(s1 + s̄2) + (s̄1 + s2)]. (4.27)

The stability of fixed points is determined by the derivative:

dδ̇

dδ
= −δ(s1 + s̄2) + iIm(s1 + s̄2). (4.28)

There are three cases:
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1. s1 = −s̄2: δ̇ = 0 and the flow is neutral.

2. s1 + s̄2 = ic, c 6= 0: There is only one neutral fixed point at δ∗ = 1, since dδ̇
dδ

= 0.

An example is
∑

j cj = s1 + s2 = 0; namely s1 + s̄2 = s1 − s̄1 = 2iIms1. The sync

state is the only neutral fixed point. If we use δ = eiθ and δ̇ = iδθ̇, then δ̇ becomes

δ̇ = −iIms1(δ−1)2 = −iIms1(δ
1
2−δ−

1
2 )2δ = 4iIms1(Imδ

1
2 )2δ ⇒ θ̇ = 4Ims1 sin2 θ

2
.

So θ∗ = 0 is the only neutral fixed point. The direction of the flow on the unit circle

is determined by Ims1. If we further require cj being real, then Ims1 = Ims2 = 0,

and s1 + s̄2 = 0. Thus the neutral flow δ̇ = 0 does not have any fixed point.

3. s1 + s̄2 6= ic: There are two fixed points with opposite stability,

δ∗1 = 1,
dδ̇

dδ

∣∣∣∣∣
δ∗1

= −Re(s1 + s̄2); (4.29)

δ∗2 = − s̄1 + s2

s1 + s̄2

,
dδ̇

dδ

∣∣∣∣∣
δ∗2

= Re(s1 + s̄2). (4.30)

An example is
∑

j cj = 1 with cj ∈ R. The two fixed points are δ∗± = ±1 with

opposite stability, dδ̇
dδ

∣∣∣
δ∗±

= ∓1. The sync state is stable while the anti-sync (N−1, 1)

state is unstable, which is consistent with what we’ve found in previous sections.

4.2 Extended Z2Z−1 model

Similar to the discussion in the previous section, we can generalize the Z2Z−1 phase

model by introducing complex coefficients to the order parameter,

a =
N∑
l=1

clz
2
l

N∑
k=1

dkzk =
∑
l,k

cld̄kz
2
l z
−1
k , ∀cl, dk ∈ C. (4.31)
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In order to satisfy the gradient condition, ImDa = 0, we calculate

Da =
∑
j

∂

∂zj

∑
l,k

cld̄kz
2
l z
−1
k =

∑
l,k

cld̄k
∑
j

(2δjlzlz
−1
k −δjkz

2
l z
−2
k ) =

∑
l,k

cld̄k(2zlz
−1
k −z

2
l z
−2
k )

which is real when dk = ck, Da = 2|Z1|2 − |Z2|2.

With this condition, the order parameter for weighted Z2Z−1 model is

a =
∑
l,k

clc̄kz
2
l z
−1
k , (4.32)

and the w flow in the unit disk ∆ can be expressed as a gradient of a potential function,

ẇ = 1
2
(1 − |w|2)2 ∂Φ

∂w̄
. The generic procedure of finding this potential is by integrating the

order parameter a(Mwp) with an argument of a Möbius transformation on a base point

p = (β1, . . . , βN),

∂Φ(w, w̄)

∂w̄
= −a(Mwp)

1− |w|2
⇒ Φ(w, w̄) = −

∫
dw̄
a(Mwp)

1− ww̄
+ f(w) ≡ A(w, w̄) + f(w).

The function f(w) can be determined by integrating over w,

∂Φ(w, w̄)

∂w
=
∂A(w, w̄)

∂w
+
df

dw
= −a(Mwp)

1− |w|2
⇒

f(w) = −
∫
dw
a(Mwp)

1− |w|2
−
∫
dw

∂A

∂w
≡ A†(w, w̄)−

∫
dw

∂A

∂w
.

Therefore, the potential function reads

Φ(w, w̄) = A(w, w̄) + A†(w, w̄)−
∫
dw

∂A

∂w
,

A(w, w̄) = −
∫
dw̄
a(Mwp)

1− ww̄
, A†(w, w̄) =

∫
dw
a(Mwp)

1− |w|2
.
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As for the weighted Z2Z−1 model, the order parameter upon Möbius transformation is

a(Mwp) =
∑
l,k

clc̄k

( βl − w
1− w̄βl

)2 β̄k − w̄
1− wβ̄k

=
∑
l,k

clc̄k
(βl − w)2

1− wβ̄k
β̄k − w̄

(1− w̄βl)2
.

Direct calculations show

A(w, w̄) = −
∑
l,k

clc̄k
(βl − w)2

1− β̄kw
Ilk = −

∑
l,k

clc̄k

[
ln

1− ww̄
1− βlw̄

+
(βl − w)(β̄k − β̄l)

(1− β̄kw)(1− βlw̄)

]
,

where we have used partial fractions to evaluate the integral

Ilk =

∫
dw̄

β̄k − w̄
(1− ww̄)(1− βlw̄)2

=
1− β̄kw
(w − βl)2

ln
1− ww̄
1− βlw̄

+
β̄l − β̄k

(w − βl)(1− βlw̄)
.

Next, let us calculate A†(w, w̄), which amounts to rewriting a(Mwp). If we define

Alk =
( βl − w

1− w̄βl

)2 β̄k − w̄
1− wβ̄k

,

the order parameter is

a(Mwp) =
∑
l,k

clAlkc̄k = cAc̄,

a(Mwp) =
∑
l,k

clAlkc̄k =
∑
l,k

ckAlkc̄l
l↔k
=
∑
l,k

clAklc̄k = cA†c̄.

Therefore A†(w, w̄) is the transposed conjugate of A(w, w̄),

A†(w, w̄) = −
∑
l,k

clc̄k

[
ln

1− ww̄
1− β̄kw

+
(β̄k − w̄)(βl − βk)

(1− β̄kw)(1− βlw̄)

]
.
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Furthermore, it is straightforward to show

∫
dw

∂A(w, w̄)

∂w
=
∑
l,k

clc̄k

∫
dw
[ w̄

1− ww̄
+

(β̄k − β̄l)(1− βlβ̄k)
(1− βlw̄)(1− β̄kw)2

]
=
∑
l,k

clc̄k

[
− ln(1− ww̄) +

(β̄k − β̄l)(βk − βl)
(1− βlw̄)(1− β̄lw)

]
.

Then after some simplifications, the potential function becomes

Φ(w, w̄) = −
∑
l,k

clFlk(w, w̄)c̄k = −cF(w, w̄)c̄, (4.33)

Flk(w, w̄) = ln
1− ww̄

(1− β̄kw)(1− βlw̄)
+

(βl − w)(β̄k − β̄l) + (β̄k − w̄)(βl − βk) + (β̄k − β̄l)(βk − βl)
(1− β̄kw)(1− βlw̄)

= ln
1− ww̄

(1− β̄kw)(1− βlw̄)
+

(β̄k − β̄l)(βk − w) + (βl − βk)(β̄k − w̄)

(1− β̄kw)(1− βlw̄)
.

Notice that Flk = Fkl, namely, F = F†, which is a Hermitian matrix. As a result, the

potential is guaranteed to be real,

Φ(w, w̄) = −
∑
l,k

clFlkc̄k = −
∑
l,k

ckFlkc̄l = −
∑
l,k

ckFklc̄l = Φ(w, w̄).

A special case is when all the coefficients add to zero,
∑

l cl = 0. Then the logarithmic

part in Φ vanishes, leaving the algebraic part only,

Φ2(w, w̄) = −
∑
l,k

clFlk(w, w̄)c̄k, Flk(w, w̄) =
(β̄k − β̄l)(βk − w) + (βl − βk)(β̄k − w̄)

(1− β̄kw)(1− βlw̄)
.

Figure shows the ẇ flow and the potential for the Z2Z−1 model with zero weight sum

and N = 4. Notice the origin has become a non-hyperbolic fixed point. There are also new

fixed points emerging in the unit disk.
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Figure 4.4:
The ẇ flows (left panel) and the potential Φ (right panel) for the extended
Z2Z−1 phase model (

∑
j cj = 0) on the splay base point (red solid circles)

p̃ = (η, η2, . . . , ηN) with η = e2πi/N . With N = 4, the weights are chosen to
sum up to zero: cj =

{
−1

4
, 1

4
,−1

4
, 1

4

}
.

4.3 Fixed Points on (N − 1, 1) Edges

The order parameter for a two-cluster state of the Zq moment can be written as

s1Zq =
M∑
j=1

cjβ
q
1 +

N∑
j=M+1

cjβ
q
2 = s1β

q
1 + s2β

q
2 , s1 =

M∑
j=1

cj ∈ C, s2 =
N∑

j=M+1

cj ∈ C.

Similar to what we’ve done for theZ1 model on the edge, we define a relative phase variable

δ = β1β̄2. For ZqZ1−q models, the order parameter becomes

a = ZqZ1−q = (s1β
q
1 + s2β

q
2)(s̄1β

1−q
1 + s̄2β

1−q
2 )

= |s1|2β1 + |s2|2β2 + s1s̄2δ
qβ2 + s̄1s2δ̄

qβ1. (4.34)
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The dynamics of δ are govern by

δ̇ = β̇1β̄2 + β1
˙̄β2 =

1

2
(1− δ)(aβ̄2 + āβ1)

=
1

2
(1− δ)[(|s1|2 + |s2|2)(1 + δ) + 2(s1s̄2δ

q + s̄1s2δ
1−q)]

= −2iδImδ
1
2 [(|s1|2 + |s2|2)Reδ

1
2 + 2Re(s1s̄2δ

q− 1
2 )]. (4.35)

where we’ve applied the Riccati equation for each cluster, β̇j = iωβj + 1
2
(a− āβ2

j ). Then

using δ = eiϕ and δ̇ = iδϕ̇, the above equation becomes

ϕ̇ = −2 sin
ϕ

2

[
(|s1|2 + |s2|2) cos

ϕ

2
+ 2Re(s1s̄2e

i(q− 1
2

)ϕ)
]
. (4.36)

Let’s consider two special cases.

Case I:
∑N

j=1 cj = 1, ∀cj ∈ R.

This is the ordinary ZqZ1−q model. If we denote s1 =
∑M

j=1 cj ≡ s, then s2 =∑N
j=M+1 cj = 1− s. Therefore the dynamics of δ are

δ̇ =
1

2
(1− δ)[(s2 + (1− s)2)(1 + δ) + 2s(1− s)(δq + δ1−q)],

ϕ̇ = −2 sin
ϕ

2

[
(s2 + (1− s)2) cos

ϕ

2
+ 2s(1− s) cos

(2q − 1)ϕ

2

]
.

This recovers calculations in previous sections, where we’ve shown that there are new

fixed points on the (N−1, 1) edge other than the sync and equal (N−1, 1) states when the

number of oscillators is smaller than a critical value Nmax for a given rank q. For example,

when q = 2, Nmax = 6.
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Case II:
∑N

j=1 cj = 0, ∀cj ∈ R.

This is the neutral case with s1 = s = −s2. Then flows on the edge are governed by

δ̇ = s2(1− s)[(1 + δ)− (δq + δ1−q)],

ϕ̇ = −4s2 sin
ϕ

2

(
cos

ϕ

2
− cos

2q − 1

2
ϕ
)

= −8s2 sin
ϕ

2
sin

q

2
ϕ sin

q − 1

2
ϕ.

Clearly, the sync (ϕ = 0) and the equal (N − 1, 1) state (ϕ = ±π) are always fixed points.

And there are multiple fixed points ϕ̇∗ = 0 for higher rank q. Their stabilities depend on q,

dϕ̇

dϕ
= −4s2

(
cos

ϕ

2
sin

q

2
ϕ sin

q − 1

2
ϕ+

q sin
ϕ

2
cos

q

2
ϕ sin

q − 1

2
ϕ+ (q − 1) sin

ϕ

2
sin

q

2
ϕ cos

q − 1

2
ϕ
)
.

But the sync state is neutral, since dϕ̇
dϕ

∣∣∣
ϕ∗=0

= 0.

4.4 Summary

In this chapter, we generalized our discussions on phase models to include unequal

weights in the order parameter. When the sum of all weights is real, the system satisfies

the gradient condition and can be described by a real potential function. We make a 2D

electrostatic analog for the extended Z1 model when all the weights sum up to zero. A

base point correspond to N charges living on the unit circle. The weight cj is the value

of the charge. Flows are field lines which are circles emitting from “positive” charges to

“negative” charges. There are no nodes in the unit disks. Saddle points can exist both in

the disk and on the unit circle. This implies neutral stability of the sync state.
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CHAPTER V

Conclusions

This dissertation concerns N identical Kuramoto oscillators whose state space is an N -

dim torus TN . Due to the form of sinusoidal coupling, the system is described by complex

Riccati equation. Time evolution of N oscillators is then constrained to lie on 3D orbits of

unit-disk-preserving Möbius transformations acting on TN . We derive explicit ODEs for

group parameters w and ζ , and show they lead to the implicit transformation and variables

found by Watanabe and Strogatz.

For phase models which are invariant under a global phase shift, the dynamics are re-

duced to 2D invariant manifolds which have a natural geometry equivalent to the Poincaré

disk ∆ with hyperbolic metric. The classic Kuramoto model (the Z1 model) is a gradient

flow with a unique fixed point at the hyperbolic barycenter of N oscillators.

The gradient flow condition allows us to identify new families of Kuramoto phase mod-

els that can be described by potentials or Hamiltonians and exhibit low-dimensional dy-

namics. The new models also have rich structures of fixed points and bifurcations.

We extend this group-theory-based formalism to Kuramoto oscillator systems with non-

identical couplings, namely, oscillators contribute unequally to the order parameter. When

the net contribution is zero (with equal amounts of excitations and inhibitions), the sys-

tem is simultaneously gradient and Hamiltonian, which is analogous to a 2D electrostatic
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system with equal numbers of positive and negative charges.

Future directions include 1) a complete classification of phase models that satisfy the

gradient condition; 2) applying this formalism to multiple populations of identical Ku-

ramoto oscillators which may exhibit chimera states.

Finally, we would like to conclude with the following key points:

• Dimensional reduction due to Möbius transformations

• Equivalent 2D flows in the Poincaré disk of hyperbolic geometry

• Gradient/Hamiltonian duality for extended phase models

• Rich structure of fixed points and bifurcations in reduced G-orbits
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