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Abstract

On the Existence of a Behavioral Component to the Businesk(lyy Zhaochen He. Thesis Committee:
Donald Cox (Chair), Peter Ireland, Mathis Wagner

This dissertation consists of two essays which addressrtgm® of the business cycle. In particular, it
asks: to what extent do behavioral or psychological efféataously termed “animal spirits” by John Maynard
Keynes, contribute to the amplification of business cycletéiations.

The first essay, titled “The Labor Market Effects of Bad EamimoNews”, examines the effects of eco-
nomically pessimistic newspaper articles on hiring and legipent patterns. Combining information on
newspaper subscriptions with automated content analysigwspaper articles, the paper reconstructs the
flow of pessimistic news across the United States during #s¢ q@cession on a county-by-county, quarter-
by-quarter basis. This high resolution map of pessimistiwsdelivery is then used to estimate the causal
impact of media pessimism on labor market outcomes. Expdsuregative news is found to suppress hiring
and total employment during the early stages of the recessiap to 40% compared to pre-recession levels;
overall, media pessimism can account for some 7% of jobsletsteen 2007 and 2010. Further analysis of
Google search data suggests that this contractionaryt éfecediated by changes in public attitude caused
by exposure to pessimistic stories in the media.

Importantly, this study considers only articles which ngp@egative news about the state of tietional
economy, rather than stories which focus on local eventargiies that the prevalence of such news stories
affects local labor market conditions, but is unlikely todffectedby such conditions. This approach helps to
address the simultaneity issues which have dogged prekegaarch on the topic.

The second essay, titled “Uncertainty and Risk Averse FImi3SGE” a develops theoretical framework
to rationalize the previous paper’'s empirical results. sTgaper solves a simple general equilibrium model
in which firms are risk averse over future profits in a mannai@gous to household risk aversion. It shows
that response to increased economic uncertainty - paatigulincertainty with regards to future consumer
demand, economies with risk averse firms are likely to urmlargusiness cycle contraction.

This result also addresses a long standing problem in the IR&@ture; namely, how to generate a con-
traction with a keynesian demand side shock. In most modétsrisk averse utility-maximizing households,
a reduction in aggregate demand due to consumer-side changepansionary. The paper argues that by in-
troducing firm-side risk aversion into the model, this cauntuitive behavior can be corrected in a realistic
and parsimonious manner.
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Introduction

There are two broadly differing schools of thought on thejios of recession. The real business cycle paradigm, ubiggiin
modern macroeconomic research, posits that economic banthbusts constitute efficient reactions of the economyragmy
markets to changes in economic fundamentals. These chamgsfiocks”, can come in a variety of forms, the most popofar
which is a change to the underlying production technologyhé context of a DSGE model, such shocks can lead to co-memnvem
between macroeconomic aggregates such as output and quitsuthat match observations of the real economy.

In contrast to this viewpoint, a behavioral interpretatadrthe business cycle posits that changes in economic fuedais,
alone, are are insufficient to explain macroeconomic flugina. This viewpoint is perhaps best summarized by Prasigianklin
Roosevelt's famous remark the midst of the great depres&ioe only thing we have to fear is fear itself”. In economitsis
perspective is associated with a number of terms; Keynas®iis “animal spirits”, but also the close related ideascohemic
sunspots and indeterminacy. While these notions differesamat from one another in their details, they all suggedtshbjective
psychological factors such as fear and uncertainty als@momacroeconomic activity. Further, while it's uncleamhmany
contemporary macroeconomists take such ideas seriousiyavioral interpretation of recessions is very prevaembng laymen
and policy makers, and is widely reported in the mass nﬂadia.

Distinguishing between these two viewpoints is not only atereof understanding the fundamental origins of the bissine
cycle. It also significantly affects the way we look at goweant intervention. In an world governed by efficient reatsido
shifting economic fundamentals, government intervenigaimited to manipulation of markets through real, bottne effects.
A tax break increases consumer’s disposable income, gitmglaggregate demand. A change in the money supply ireseas
real wealth because prices are sticky. In both of these cé'sethe government’s physical impact on a market, femiétd by
real economic transactions, which alters the course oflthe@ng economy. But in a world where fear itself is contiacéary,
government policy with regards to the economy needs tmakketed since agent’s subjective beliefs about that intervent@om
it's effectiveness) have real economic consequences. é/gbine politicians have clearly incorporated this idea asqiaheir
anti-recession strategy - with F.D.R’s fireside chats asaaly example, many (including, Former treasury secretagiPauson)
have argued that government intervention in the economgaslypcommunicated to the public. From Alan Greenspan’sdasty
cryptic reports to congress, to the widespread unpopulafithe TARP bailout despite overwhelming support amongieauists,
evidence of this disconnect is easy to find.

This paper seeks to test the behavioral hypothesis of lasityele fluctuations using both applied and theoreticdsto®o
see how, it's important to recognize that the behavioraldtlygesis described above consists of two separate but @pgendlent
components. The first is the subjective attitudes of miaroemic agents with regards to the economy and their expectat
of it's future. This includes elements which are alreadyonporated into standard models, such as consumers’ andrsigsk.
But understanding the attitudes of individual agents isnbugh. After all, such attitudes are never formed in a vacuagents
constantly receive signals from other agents, and fromrozgd institutions such as the government and the mass média
understand the behavioral component to the business ayelenust also think about the social mechanisms which govewn h
individual attitudes are formed and how they spread througthe economy.

The empirical paper which forms the first part of this dissoh looks primarily at the social component - specifigathe
role the mass media played in the past two recessions. Theetiwal paper in the subsequent chapter focuses on thadudl
component - specifically, the effects of risk aversion ofglue of firms. But whatever the mechanism, these papers hevthing
in common: they show that “real” economic factors don't egl}i determine the economy’s reaction to a shock; that Soimgt
psychological or sociological is also implicated.

1See the appendix and the introduction of Chapter 1 for mdteree of this.



Part |

The Labor Market Effects of Bad Economic News

1 Introduction

This paper asks whether the mass media can amplify busipelesfitictuations. Consider the following scenario: a consureads
an article in a major U.S. newspaper warning of an oncomitgeaiic downturn. Uncertain about the future, and worrieduab
her job security, she postpones buying a new car until theysax. At a local car dealership, a sales manager readsrreasdicle.
Now pessimistic about consumer demand, he delays the pldrrieg of new workers. In taking these actions, both agbatse
made it more likely that the very recession they fear will edtm pass. If many agents across society respond in a simiitiem
the economy may begin to sputter - exactly as the article @darn

The remainder of this paper will refer to the above tale amtkdia-feedback hypothesiks such a scenario really possible?
While forms of this story are often discussed by policy-miakend the public, the effects of media sentiment on busiogse
outcomes is poorly understood. A robust literature withititizal science has established that the news plays aglivole in
informing the public about economic conditions (Goideladt, 2010). But does the news media’s coverage of eventdymefect
economic reality, or does it help shape that reality? If theelim does exert a causal role, how large is it's influence?

Previous research hints that these questions are moreqhaulative. Numerous studies have found that the newstsiieo-
ple’s attitudes towards the state of the economy, evenediarolling for one’s personal economic situation (Foge2005; Goidel
& Langley, 1995). What's more, both applied and theorefiegglers have suggested that such attitudes may affect ncacaeic
preformance (Matsuska & Sbordone, 1995; Ludvigson, 20@#l0F, 2007). Taken together, this evidence implies thatrtews
may play an independent role in shaping economic outcomes.

However, no papers have yet tried to directly estimate tfexef of media pessimism on economic performance. Any aitem
to preform such an estimation must overcome the challengarafltaneity - since the media is obligated to report on eatin
events, it's difficult to differentiate between negativewsecausing outcomes and negative outcomes causing the fkissssue is
exacerbated by the fact that the media’s voice has only bemmacterized at aggregate levels - for example, countimgtimber of
times the word “recession” appears across major news sauvighile such measures are almost always correlated with G®P
difficult to control for the presence of unobserved confamtien time is the only source of identifying variation. Taleeks these
limitations, this paper constructs a unique panel datasstribing the delivery of pessimistic economic news at &pand quarter
levels. It also preforms content analysis of that news ireotd identify and remove stories which merely report locaremic
conditions. As I'll argue in greater detail, these innowat help us to identify the media’s causal effect.

But before delving into this paper's methodology, | want tophasize why economists should care about the media’strale a
- particularly macroeconomists. The feedback of pessioiigiormation is frequently described in the public discgmias playing a
causal role in business cycle contraction. For examplesidenthe following statement made by Warren Buffet to trersholders
of Berkshire Hathaway in the midst of the recent financiaisri

“By the fourth quarter, the credit crisis, coupled with tuing home and stock prices, had produced a paralyzing
fear that engulfed the country. A free-fall in businesswigtiensued, accelerating at a pace that | have never before
witnessed. The U.S. — and much of the world — became trapped in a viciogative-feedback cycle. Fear led to
business contraction, and that in turn led to even greater’fEmphasis mine]

Business leaders and policy-makers often express singitdinsents; the appendix cites a range of voices, includedgeFal Re-
serve chairman Ben Bernanke and president Barack Obamechaling Buffet's statements. But despite their populastich
explanations are usuallyotinvoked in standard business cycle models, which insteest vécession as an efficient response to
fluctuations in economic fundamentals (Tayler & Woodfod@B4). While effects consistent with Buffet's account capeqr in cer-
tain parametrizations of these models, such “sunspotibgail are generally considered to be pathological (Farh@99). These
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competing explanations represent two fundamentally giffenotions of business cycle dynamics; it's important #wnomists
can distinguish between them on the basis of empirical egiele

How does the media’s effect bear on this issue? Since the madga is the public’s primary source of economic informatio
it almost certainly plays a pivotal role in the type of feedbaycle described by Buffet above. In essence, the scematie first
paragraph of this paper is simply an instance of Buffet'sntJavith pessimistic news catalyzing the type of fear-dniaycle he
describes. Detecting an independent effect of media péessimould imply that Buffet’s theory, and similar accountfdasiness
cycle dynamics, deserve to be taken more seriously.

What's more, role of the media has implications for publidigye since government action during a recession is widely r
ported by the news. Traditional views of fiscal stimulus eagbe the effects of government spending on aggregate daerBar
Konstantinou & Tagkalakis (2009) find evidence that suckrigntions also affect consumer and business confidenamayit
be that government policy has a stimulatory effect throug ¢thannel, even if the direct intervention fails to have ittended
consequences.

A Natural Experiment  This paper will estimate the media’s influence by exploifiigsyncrasies in the way that news is deliv-
ered across the United States. To see how, consider theviojdhought experiment. Take a number of counties in the th&
are facing identical economic conditions. Now imagine ceing the flow of news into each county. Some counties will d&e f
entirely optimistic news, others counties pessimistic siestill others neutral coverage or a blend of positive arghtiee voices.
After a while, we will observe how relevant economic varebsuch as hiring or employment have changed in these ceuStiece
the counties differ only in the news that they received, sarctexperiment would allow us to identify the causal effectafdia
pessimism on economic outcomes.

While this procedure is obviously infeasible, this papguas that nature has already conducted a version of thisimere
for us. Figurél displays the distribution @€onomically pessimistic newspaper articles per pedslivered to counties across the
U.S. in the second quarter of 2008. This unique dataset whdipeombining data on newspaper subscribership with atofithe
number of pessimistic articles printed by each those pajiésshe first time that the flow of pessimistic economic néwas been
understood at sub-national resolution. The great vanatidghe level of media-pessimism between counties existsvo reasons.
First, different counties rely on different newspapergosel, those papers vary in pessimism between one anothevantime.
By carefully examining the relationship between this pattaf pessimism and labor market conditions in each couhgy/causal
effect of media sentiment can be inferred.

The success of this procedure relies on overcoming two itapbconfounds. First, unobserved variables may jointigcf
media-pessimism and economic performance. For exampdpose that the New York Times is relatively more optimishiart



other sources of news. Suppose further that managers wHdhedlew York Times tend to be more optimistic, and thus, more
likely to hire a worker. We would then expect to see a positiveelation between counties receiving optimistic news esunties
with more hiring. This correlation would be driven by diféetial reliance on the New York Times as a news source raltizer &
causal relationship between optimism and hiring.

Second, the very notion of feedback implies that media passi is both a cause and a result of poor economic performance
This simultaneity complicates our estimation proceduce.dxample, suppose a factory in a given county shuts dovehthet this
event is covered by a widely read local newspaper. That youotild then receive a positive shock to both unemploymeditha
level of pessimistic news. However, this correlation wodslult from a bad economy causing bad news, not the reserve.

The panel data-set constructed in this paper can help avertmth of these difficulties. As we’'ll see, the empiricalules
below are robust to county and state-by-year fixed effectgedisas a battery of demographic controls. In section 3.4illlangue
that the most important classes of unobserved heterogerasitbe absorbed by these covariates. At the same time, dpir p
introduces a number of innovations to deal with simultanéihe most important of these involves textual analysisefdrticles
themselves to identify and remove stories which refer tallemployment conditions. This will allow us to see whethiffiedential
exposure to news about the state of tla¢gionaleconomy can affect local outcomes. Since any single cowdyohly a marginal
effect on the national economic state, this analysis woefléct the effect of news on outcomes, not the vice-\ﬁrsa.

Summary of Findings Before describing my estimation procedure in detail, | wilimmarize the most important findings of
this paper. The first result is hinted at by figlite 1; the spdiiribution of pessimistic news, which until now has nebeen
characterized, is extremely heterogeneous. During thghheif the past recession, media pessimism varies by sewetals of
magnitude between counties in the same quarter. This cegissal variation is most prominent at small geographades; and
it's variance dwarfs the dispersion of underlying econowaidables such as unemployment or output. In both time aadesghe
signalsthat agents receive about the economy fluctuate far mordtilen its actual state.

Second, the causal effect of pessimistic news on county@mmant rates was estimated at roughly 0.2 percentage gménts
article per person. This estimate would amount to a redad@ti@mployment of roughly 600,000 jobs from 2007 to 2010,ans
7% of the total change in employment over those three yeds effect of the media was particular pronounced in the esislges
of the recession, where it can account for up to 40% of theattmluin employment in a given quarter. Additional analysis
Google search data shows that the flow of pessimistic newsairtounty increases the number of google searches for the: wor
“recession” in that county. This suggests that the laboketaffects described above are mediated by changes ircpadsitiment
resulting from exposure to pessimistic news.

Third, the media’s effect on total employment is mostly drivby it's effect on job creation. The point estimates forrgr
are negative and precisely estimated across all spediiisatvhile the effect on separations is ambiguous in signtemds to be
statistically insignificant. This result is consistentiiecent theoretical and empirical studies that highligktimportance of job-
finding as the primary driver of countercyclical emploympatterns (Shimer, 2007). It also argues that simultansiti driving
our estimates, as layoffs are far more newsworthy than simplppression of hiring.

Forth, the causal of effect of pessimism appears to vanyifgigntly across industries. Construction, retail traded inance
are among the industries most sensitive to pessimistic neWwie agriculture, entertainment, and health care shawsthallest
response. The sensitivity of an industry to media pessinagpears to be uncorrelated with that industry’s level ofswearthiness,
but positively correlated with the contraction in outpuperienced by that industry during the recession. This alggasts that the
effect is caused by industries cutting employment in apéiton of a reduced demand, rather than the mere reportipgaflabor
market conditions.

Finally, there is evidence of media saturation - once it beez®widely known that a recession is in progress, pessomistivs
is no longer a significant driver of labor market outcomes.d@mple, bad news has a strong negative impact on empldymen

20f course, there are caveats to this line of thought whickl te®e dealt with individually. | will be discussing thessligs in detail in the identification section
below.



hiring during the first year of the recession. Subsequethityeffect becomes weaker, less significant, and in facighkts} positive
for some specifications.

Together, these results bear on more general questionsilegithe business cycle and how it should be understooddiBlees-
sion section addresses the relationship between the ealdiridings above and macroeconomic theory. In particitldescribes
the connection between media-feedback, sunspot eqaijliand “animal spirits”, and asks whether it's possible woreile the
presence of a media effect with the assumption of rationgéetations.

The remainder of this paper is organized as follows. Sedtios reviews the existing literature and describes someeof th
common difficulties in identifying the effects of sentimengither on the part of the media, or consumers and businesesrew
Section three describes my empirical methodology with agam addressing these identification problems. Sectiondfi@sents
my results in detail, and section five discusses the relshiprbetween these results and macroeconomic theory.

2 Previous Literature

As yet, no papers have tried to directly estimate the effettsedia pessimism on economic performance. However, tissirgx
literature, if taken as a whole, suggests that attitudebemews may affect the course of the business cycle. Thianaséalls
into two categories. First, a robust line of research in thigipal science literature documents the effects of mgaissimism on
consumers attitudes. These papers have established dhatirals rely on the mass media for economic informatioe @ef

& Kellstedt, 2004; Wu et. al, 2002; Hetherington, 1996; aomany others), that citizens pay more attention to economies
during a recession (Soroka, 2006; Hester & Gibson, 2003¢dH&a& Lanoue, 1991, Doms & Morin, 2004), and that the news ha
an independent effect on sentiment even after controlbingeal economic conditions (Goeidel et al., 2010, Fogaqa®5; Goidel

& Langley, 1995; Harrington, 1989).

As an exemplar of the methods employed in these papers,deorGeoidel et al., 2010. In this paper, the authors anahee t
effects of TV and print media on consumer sentiment in Lauiai They use data from the Louisiana Consumer Confidengeygur
critically, this survey contains questions not only abarisumer’s economic attitudes, but their exposure to ecanoews in both
TV and newspapers. They subsequently measure the pessirhigpular news sources in Louisiana (both on TV and in phgt)
hiring students to manually watch or read samples from tlsoseces. They find that exposure to pessimistic news oniselav
has a significant impact on individual’'s expectations ofpeal and family finances, while exposure to bad news in thepaper
seems to impact their assessment of U.S. business corditaportantly, these results hold after controlling focke@ndividual's
demographic characteristics and personal economicisituat

In a related paper, Haller and Norpoth (1997) find that closetf of Americans self-reponio economic news exposure, but that
their expectations generally track respondents with pesitxposure. This suggests that the attitude of the mediakisequently
transmitted by word-of-mouth or other channels of commaitin, and may have an impact beyond the immediate watchers o
readers of that nev@;.

Within the political science literature, a clear consertsage developed that the media has an effect on individuetia@mic
sentiments. But do those changes in sentiment translateatoges in macroeconomic conditions? This question is thgsuof
a number of papers within economics, and is more contralerBhese papers can be divided into three categories: dirsteys
at the micro-level which establish a relationship betwemnfidence and the behavior of individual firms or consumeitséstone
& Mitchell, 1995); second, theory papers which attempt tdagenize business or consumer confidence into businessropciels
(Danthine et. al, 1998; Fagiolo & Roventini, 2004; Sell, 3p0and third, empirical papers which directly estimate éffects of
consumer or producer sentiment on economic outcomes.

This third line of papers is most similar to my research, aaslleen the subject of considerable debate. Much of thiatlite
tries to relate measures of public attitude (such as Uniyeo$ Michigan’s consumer confidence index) with macroemmic

3To be fair, the correlation between news watchers and ndohees could also be explained third factors which jointedmine media coverage and general
public attitude. This type of issue isn't fully addressedha Haller and Norpoth paper, but will be addressed in thiepa



variables such as spending or output, usually through @kacttoregression. The idea is to see if consumer confidearcpredict
future changes in the target macroeconomic variable afteardactors influencing that variable (say, stock markefgsmance
or housing prices) are included in the specification. Sonthede papers find a positive effect of consumer confidenceipub
(Matsuska & Sbordone 1995, Golinelli & Parigi 2004, Hall 989 but others find that the effect disappears if additionabciates
are taken into account (Desroches et al., 2002, Loria and,B2004, Adams & Green, 1965). This disagreement highdigimt
important limitation of using nationally aggregated measwf consumer attitude - with identifying variation prded by time
alone, it's always difficult to establish whether pessimismausing poor economic performance, or whether an onfeietdr is
jointly affecting both.

This paper differs from the line of research above in two iicgmnt ways. First, it focuses on the attitude of the medihen
than the attitude of individuals. The literature cited adtvas shown a clear relationship between media sentimerdaarsgimer
sentiment, but the former can be measured without the usebjdécive surveys. More importantly, while measures ofstoner
confidence are only available as a national time seriesptyer disaggregates media sentiment by county. With patalid
hand, the introduction of fixed effects can control for mamdk of potential confounds at once. As we'll see below, fifiects of
media-pessimism can be identified using only variation betwcounties in the same state and quarter.

Lastly, the paper most similar in methodology to this onengé&berg & Parsons (Journal of Finance, 2011). Here theoaaith
are interested in the effects of the media on financial marketey find that local trading is strongly related to the loeporting
of industry specific news, and that regional idiosyncrasiesedia coverage (for example, weather events that aflagspaper
delivery) affect trading in those areas. My paper also usgi®nal variation in news delivery for identifying variati - albeit of a
different type - but it focuses on macroeconomic perfornearather than stock market activity. In addition, it anakydata from
nearly all U.S. counties and newspapers, rather than atsolsdan areas and corresponding local papers.

3 Empirical Strategy

3.1 Measuring the Delivery of Bad Economic News

This paper’s methodology begins with measuring the defieéipessimistic news across the United States at high résplDue
to data availability, | focus on the newspaper medium ratin television, radio or internet news sources. While papsrs have
experienced declining readership in the past decade, @&@lonual survey of the news media (Figule 2) reveals thaghly 31%
of individuals still report getting yesterday’s news frohetpaper - this compares with 34% for radio and 58% for telewvisews .
As discussed in the literature review, Goeidel et. al find tieavspapers actually have a stronger impact on individ @alsessment
of the U.S. business climate than television news. Gives) thseems safe to assume that newspapers have a signiéittaait,
declining role in shaping the public’'s economic sentiment.

To date, newspaper’s attitudes with respect to the econ@wgy binly been characterized on limited scale. For exampéenA
(2008) uses human readers to count the number of pessimaitittes appearing in major dutch newspapers between 1998 a
2002. There are two limitations with this kind of measurestirelying on manual reading means that only a small nubdates
and papers can be surveyed - the dutch study included onlynayor papers and used only articles appearing on the firatciat
of each month. More significantly, this approach doesn’etimito account geographic dispersion in newspaper reagergfith
the exception of a few nationally distributed sources, @apers are highly regional in nature with many publicatipossessing
subscribership in only a few counties. This means that chariaing the pessimism of any single source is only infdivesof the
news delivered to a small region.

The scope of this analysis is considerably broader. By usingutomatic search, | identify pessimistic articles azmimost
every U.S. newspaper for all dates in the past two decadekenl ¢ombine this measure with geographic data on newspaper
subscribership; the result is a quarterly reconstructfdh@flow of negative articles into each U.S. county. The tiese¢e sections
describe the details of this process, beginning with howptssimism of a given newspaper was established.
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Figure 2: Gallop Poll (2010) - Relative Popularity of VarsoMedia Types

How pessimistic was each newspaper in a given period?U.S. newspaper articles with a negative economic outloate wkenti-
fied using an “indexed search” in the Lexis-Nexis Academiabase. Lexis-Nexis catalogs the full text of almost all.th&vspa-
pers and scores each newspaper article on a scale of 1 torl®@donber of topics, such as “economic decline”, “unemplegtty
“local and regional”, or “United States”. After experimerg with combinations of these terms, search criterion viesed which
could consistently identify pessimistic articles. Im@otly, it was possible to ignomptimisticarticles by avoiding stories tagged
with “economic growth” or “economic recovery”.

This process identified some 67,000 economically pessarasticles across 716 newspapers over the past two decé&ifes.
these sources, roughly one-fifth (151 newspapers) reported than one-hundred pessimistic articles over the efitie-frame.
These 151 major sources account for more than 85% of thevimltahe of pessimistic stories. Figurke 3 displays how thésees
are distributed in time, both for all U.S. newspapers andtferfive sources reporting the greatest number of storiesléar from
this data that the volume of media pessimism closely traogsburse of the business cycle. It's also clear that thesigisficant
variation in the level of pessimism between sources, botérims of the average number of stories reported and thegiofithose
storie@ These trends are consistent with previous studies which foaind that the volume of pessimistic news is anticyclical.
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Figure 3: Pessimistic Newspaper Articles Per Quarter

4The previous two recessions are easy to identify in this éigtiie early 90's contraction is also barely visible. LeMisxis data is incomplete for some
newspapers before 1991, therefore, this third recessiappears less prominently



What do these articles talk about? Table 1 displays the megtiéntly used words in the identified articles. The topic of
these stories ranges widely. Some refer to specific econioniitators or events, such as the BEAs quarterly GDP estiraathe
collapse of Lehman Brother holdings. Most articles donfilextly refer to economic indicators, but instead desetritow declining
economic conditions are affecting individuals or institns, and how those individuals or instruction are copinthuhe changes.

A minority refer to local layoffs or plant closings - as wilkldiscussed later, these articles pose problem with outifibetion
strategy and will be eliminated from the sample.

Common Words in Identified Articles
Rank Count Word Rank Count Word

1 4070 economy 11 1448 sales

2 3138 state 12 1341 plan

3 2990 new 13 1300 market

4 2347 business 14 1239 recession
5 2336 economic 15 1238 cut

6 2293 budget 16 1213 year

7 1878 tax 17 1206 county

8 1715 cuts 18 1174 area

9 1697 jobs 19 1155 rate

10 1455 city 20 1132 job

Table 1: Frequent words in identified articles, excludingiamon english words.

Who reads what newspapers? County level data on newspaper subscribership was obtdinedthe Alliance for Audited
Media. The AAM is a non-profit organization that collects sttibership data for print media sources and sells thiginédion
to advertisers and academics, not unlike the ratings dédieected by Neilsons for television programming. For eacB.ltounty,
this dataset breaks down the number of subscribers by neesfar all papers with more than fifty subscribers in the dgun
Subscription to each news source is further disaggregatediition - for example, Saturday, Sunday, and weekday sigens
are separately counted. Data was available for the yea& 2009, and 2012. Subscribership for the years betweea ttadss, as
well as dates going back to the year 2003 was extrapolated adinear interpolation. Other interpolation schemeswested for
this purpose, however, no significant differences were datie subsequent empirics. Including only dates subsedqu@006 was
also tested, again with no significant difference in results

An additional caveat involves subscribership data forghmajor newspapers: the New York Times, USA Today, and thé Wal
Street Journal. The AAM considers these sources to be ‘matgapers” and collects subscribership data for theserpapaually
at the DMA level. A DMA refers to a “designated market area’sed of standardized regions frequently used by advertisers
Each DMA is comprised of a large number of zip-codes; theeeranghly two hundred such regions in the US, with each region
corresponding roughly to 15 counties. County level subseship for the DMASs was interpolated by using each coumgfsulation
share within that DMA.

Figure[4 summarizes the subscriptions information corthin the AAM dataset. Overall, newspaper circulation sizdis-
tributed exponentially with a median of subscribershipafghly 37,000. While the three papers mentioned above erelaied
nationally, these papers are a glaring exception in a laxp#sof otherwise highly local publications. Of the more thar thousand
sources tracked by the AAM, only twelve have positive ciatian in more than a hundred counties. In fact, the majofiifyapers
have a readership which extends for only a handful countidsnaay have as few as several thousand readers. This patchwor
of regional papers, all reporting a differing levels of niganews, is what creates the great geographic dispersipessimism
displayed in figuré]l.
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Figure 4: Nature of Newspaper Sources

3.2 Computing the Flow of Pessimistic News into Each County

With these data in hand, the total flow of pessimistic news gdch county was computed in the following manner. Firg, th
newspapers listed in both the AAM and the Lexis Nexis datalvéere cross-indexed. This process matched 70% of all spurce
and 84% of all articles in the two datasets. Second, the dagaah article was used to establish the edition in which dnitle
appeared (i.e., Saturday edition vs. weekday). Then, foh eaunty, the number of stories in each edition-source wassed,
weighted by the number of subscribers to that edition-sauFinally, this quantity was divided by the county’s totalpplation.
The resulting variable is called articles per person (ARR) ia the primary explanatory variable considered in thisgpa This
quantity represents the average number of newspaperartielivered to a county per capita. Obviously, there is ng teaell

if every individual reads each article; if they do, this ednlie would represent the average number of pessimistiesterad by a
person living in a given county per quarter.

J FE

Z Z Subscribers(i,t) ;e * Articles(i,t) ;e
j=1le=1

APP, = —L
’ population
j=1...J Sources

e = 1...E Editions

i =1...N Counties

t = 1...T Quarters

As an example, figuifd 5 displays the above calculation fosthte of Virginia. The top six panels maps the subscriptiatesto
the weekday edition of the most widely read newspapers igiMa and displays the total number of pessimistic artipk@sted by
each of those sources. For simplicity, I've summed eacheaxdtsources across editions; the totals below refer tosotesicribers
regardless of edition. The bottom diagram displays the flbpessimistic news based these data, with the total courh@fett
and the per-person count on the right.
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Figure 5: Constructing a Measure of Media-Pessimism

3.3 Jobs Data

Detailed data on employment, hiring, and separations wasiaed from the Quarterly Workforce Indicators (QWI) reded by the
U.S. Census Bureau. Labor market behavior was chosen asititente of interest in this paper for several reasons. Fietgiled
data about the labor market is available at county and giaftequencies. Most measures of consumer behavior supblrasnal
savings are reported only annually or as a national aggreacond, some properties of the labor market can aid fibaiton.
For example, the relative strength of the effect on hiring@spared to separations can help distinguish between the causing
outcomes and outcomes causing the news; this will be dieduhisring the next section.

The use of employment data as an outcome variable mightsaisal concerns. First, we might be worried that only a kmal
fraction of the individuals exposed to pessimistic newsiara position to make hiring or firing decisions. Second, wghhbe
worried that business owners do not live (and therefore,a®ubscribe to the news) in the same county in which theinlegs
resides. If a given county receives a shock of bad news, brgaaders in that county own businesses in an adjacent c@ieating
to job losses only in the adjacent county), we would haveltimidentifying the relationship between the two.

Thankfully, neither of these concerns are serious. For alleough business owners might sometimes commute to anothe
county for work, there’s no reason to believe that this éffesystematically related to our explanatory variablesrédver, both
concerns apply less to small businesses. For smaller firmsjould expect a relatively higher fraction of individuadgiarticipate
in the hiring and firing process. We would also expect higloeretation between where decision makers live and wherewioek.
98% of all business in the U.S. have less than one hundrecogegs and these firms account for a quarter of all employritsnt;
likely that any employment effect we observe is dispropurditely driven by these businesses.

Other Data Annual county-level data on population and demographiaggwellected from the National Cancer Institute, while

information on education attainment was obtained from thé&.FAnnual county level household incomes were obtainethftbe
BEA; unfortunately, no measures of GDP are available atlévisl. Finally, data on internet searches for the word “sstmn”, to
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be used in the discussion section, were obtained throughl&doends.

3.4 Identification

Having constructed a county-level measure of pessimigtiesnwe turn to estimating the causal effect of that news ocroego-
nomic outcomes. Let's begin by considering an simple OL$a%gjon of APP on a measure of labor market performancetctal,
employment rates:

JObSit =c+ ﬂAPP“g + ’}/th + €4t (1)

Here,APP;, is the articles per person measure constructed aBoyes a vector of observed covariates, ahtbs;; represents
the labor market variable of interest. Beta is the parantetbe estimated, and as usual, any variatiod éhs;; unexplained by
our observables is represented in the error tegmAs with all OLS specifications, correlation between aeticper person and this
error will bias our estimates. This could occur if we omit aiable correlated with both APP and employment, or if APRIfts
correlated with employment.

To gauge the likelihood of either form of endogeneity, itsetul to express APP as the product of three separate comigone
To see how, note that APP is defined as follGiwvs:

1 . .
APP; = m js(;ces (Subscribers; ;i) (Articles; )

We rewrite this expression by factoring the total numberdifseribers in each county out of the sum:

Subcribers; Subscribers; i )
App, = Stberibersu Subscribersiin) 4 yicies,
* ™ Populations L ( Subcriberss > (Articles; ;)
= (PenRate;) Z (SubShare; ;i) (Articles; ;) )

j sources

I'll frequently be referring to these three components,etarie describe each in turn. The term on the left represeatotal
number of subscriptions to any newspaper divided by the tytaupopulation; | call this quantity the newspaper pertararate.
Since an individual can subscribe to multiple papers, ottigieleditions of the same paper, this figure is an upper bdonthe
percentage of people in a county who subscribe to any newspapll.

The second term§ubShare; ;, describes the share of a given newspaper in the total nuafilsebscriptions; in other words,
it represents the relative popularity of each source. Fanties in which only one newspaper sees significant circuigtoughly
35% of counties in my sample), this term is equal to one.

The last term,Articles; ., describes the number of articles printed by each newspapemgiven quarter. Notice that this
variable lacks ani” subscript, this reflects the fact that newspapers do nait mifferent editions of their paper for different
counties. However, because many of the newspapers in mylsamgphighly local, theg andi: index are highly confounded. For
example, it's likely that the number of pessimistic articlerinted by the Omaha World-Herald is highly sensitive toremnic
conditions in a few particular counties, namely, the castiear Omaha, Nebraska. In contrast, a nationally readoa@essuch
as the New York Times is less likely to be sensitive to emplegtconditions in any particular regﬁlnt’s the relationship between
local coverage and local conditions which most threatemgstimation procedure.

In many of the empirical specifications below, | also refeatelated measure: the number of articles per reader (ARR. T
guantity divides the total flow of articles by the numbersobscribersrather than the county’s population. APR more closely

SFor simplicity, | omit the summation over editions of the sapaper; all of the arguments below still hold with this chang
6Although even in this case, we would expect the N.Y. Timesstortore sensitive events in New York
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Newspaper Penetration Relative Popularity of  Articles Per Source

Rate Sources
Simultaneity Local unemploymentis Unlikely that Since newspapers are
negatively correlated unemployment itself highly regional, local
with total subscriptions, significantly shifts unemployment patterns
probably due to savings relative popularity of are positively correlated
behavior. sources. with pessimistic articles.
OmittedVariables Factors such as Factors such as political Any other economic
population density or alignment or education factor, say, stock market
demographics might may jointly affect the performance, might
jointly affect newspaper relative popularity of jointly affect
penetration and various newspapers and newspapers’ coverage
employment. employment. and employment.

Table 2: Summary of possible identification issues

resembles the actual number of articles an individual neadieencounter, but doesn’t take into account the shardo$é readers
in the total population.

1 . .
APR;; = Subseriberas j Sgces (Subscribers; ;) (Articles; )

APR;, = Z (SubShare; ;) (Articles; )
j sources

If APR is decomposed in the same way as APP above, the redulagk the newspaper penetration term. We will use APR
when we are concerned that omitted variables might joinffigca bulk subscribership to newspapers (for example, widraas
might have more jobs and more subscribers), but not thaveladpularity of each source.

The key to our identification is that we will deal piece-wisghneach of the three terms in equation 2. If any term is cateel
with our error, due to either simultaneity through an ondittariable, we will introduce a solution for that term. Aff of these
treatments, none of these three components will co-vaty thé error and their product APP will be exogenous as well.

Table 2 summarizes the problems facing each term by givirekample of why that term might be endogenous. For example,
column two indicates that while employment is unlikely toreéated to the relative popularity of different newspapdirsctly,
the two may be jointly determined by the political alignmeiita given county. Perhaps liberal counties read more ogtini
newspapers and are also more willing to hire. This table ismeant to be an exhaustive list of all possible confoundaugdrs,
but rather, gives an example of the kinds of variables whaddconcern us. The remainder of this section will explaim teodeal
with each cell in this table.

3.4.1 Dealing with Simultaneity

Since the very notion of media-feedback implies both backwad forward causation, simultaneity posses an idertiificahal-
lenge. How do we distinguish between the news causing ows@nd outcomes causing the news? The answer is to focus on the
kindsof news stories which are unlikely to be generated by locglleyment events. For example, consider the following set of
headlines:

“County jobless rate inches up: discouraged workers’ terémy the work force could account for the slight rise to
10.9 percent”

“Shortfall expected by city yet again: the discrepancy ddé $35 million. Leaders vow to save services and jobs”
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“Brunswick to close four plants, cut 2,700 jobs to save $30Q sconomic downturn cited in heavy reductions”
Contrast these with the following:

“Bush ousts treasury secretary, adviser; slack economyaatgr”
“Economy Shrinks With Consumers Leading the Way”

“Fed chief spreads gloom; stocks boomerang downward aéemdhke predicts greater slowdown”

All of these headlines are taken from the set of newspapietertused to construct the APP measure. The former setstiften
the simultaneity problem, these articles are obviouslyegated by local employment conditions. The second setgthowefers
to broad economic events which affect the whole county aadess to be linked with job losses in any particular locadie.idea
that pessimistimationalnews should affect local economic conditions withbatngaffected by those conditions the key to our
identification strategﬁ.

Looking at equation 2, though, we see that simultaneityléll problem if/obs,; co-varies withanyof the terms entering into
APP. The issue discussed in the last paragraph deals wifmtieomponent of this expression, the number of articl@ged by a
given source in a given quarter.

APP;; = (PenRatey) Z (SubShare; i) (Articles; )
j sources

Do the first two terms pose a problem? For the second term,n&®ea is no. There's no reason to believe that changes in
employment conditions will shift theelative popularityof each news source. As for the first terodmbs;; and the newspaper
penetration rate do co-vary, but the sign of this relatigms$avors our estimation. To see why, note that employmentlsh
affect newspaper penetration, but not vice-versa; thezgém appropriately controlled OLS regression shouldtifletine effect of
employment on newspaper penetration. Table 21 (appertuidyssuch an estimation; here, the effect of employmentiessed
on newspaper penetration with county, state-by-quartedfeffects, and a number of demographic controls are imp&edind
that employment has a positive effect on penetration,likkele the to the income effect. This means that all else bejugle
counties experiencingioreunemployment receiMessbad news. If we nonetheless find a negative effect of news quioyment,
this finding would be an underestimate. Alternatively,cs per reader can be used instead of articles per persomating the
relevance of newspaper penetration entirely.

Turning back to the relationship between local employmentthe volume of articles (the third term), I've argued thatigs
pertaining to national economic conditions are less litelige related ta/obs;:. | now describe how to identify such articles in the
set of pessimistic stories.

Identifying “Simultaneous” Articles The Lexis-Nexis dataset includes a number of predefined &emsvand corresponding

relevancy scores which assess the topic of an article. tinfately, not all articles have relevancy tags (this istegldo when the

article was entered into the Lexis Nexis system), and whmatse, Lexis-Nexis only reports the top three tags. For exanip

an article is tagged as “petroleum (95%)”, “energy indemere (90%)”, and “recession (85%)”, the tag “layoffs (80l be

omitted even though it’s relevancy score is high. Nonetglthese keywords represent a good starting point - begugtawith

either “layoffs” or “local & regional” in the dataset is a $iafent (but not necessary) condition for that article bgingblematic.
Textual analysis was then preformed to identify problematiicles in the remaining stories. First, a word count wa$qvmed

on the titles of all articles tagged with “layoffs”. The fgrinost commonly used words in this set of articles was ideatjfand

number of times each of these words appears in all articlssceanted. Then, a probit was run to assess how the appeafance

7Of course, the overall economic condition of the U.S. is therage of countless local conditions; however, the imphahy single county on the whole is very
marginal. There are rare instances in which the conditioa édirticular county might be considered exceptionally espntative of the U.S. as a whole, either for
economic reasons - as in the case of New York City, or for syimbeasons, as in the case of Detroit. However, we can geinarthis issue by simply excluding
these areas from our analysis, either one-by-one, or byi@xg all urban areas. The later is done in the results sectio
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each of these forty words affect the likelihood that an &ticas tagged with “layoffs”. Then, the probability that aayicle should

have been tagged with “layoffs” was computed, based the svapgearing in that story’s title and the probit scores aatetwith

those words. This process was repeated for articles tagiledregional & local”. Finally, articles all rated with a ¢gaprobability

above the 75th percentile for either “layoffs” or “local &gienal” were dropped from the count of pessimistic articlEse analysis
was repeated using the 60th and 90th percentile with littenge in the subsequent empirics.

Using Only National Papers One could argue that the above procedure is only a partiatisnl This is because newspapers’
coverage of even the national economy may be affected bymabconditions. For example, suppose that local layoffkeniacal
reportersmore awareof the deteriorating state of the entire economy. We wouftkekthese reporters to begin writing more stories
about the national economy, once again causing simultabeftveen/obs;; and the article-count.

To deal with this issue, | can use articles only from newspapéth national circulation to construct the APP measurbe T
New York Times, the Wall Street Journal, and USA Today ardtihee papers in my sample which are circulated nationalhces
these publications report on conditions across the Unitate§ they are unlikely to suffer from the problem aboveweslldn't
expect N.Y. Times reporters to begin noticing a downturry@iter layoffs in a particular locale. The only exceptioaghis line
of reasoning are the home bases of each paper itself (NewGiorkor the Times and the WSJ, Washington D.C. for USA Today)
and areas considered particularly symbolic of the natien@omic condition such as Detroit or Silicon Valley. Thaseas can
simply be excluded from the regression; in fact, table 1h@results section deals with this problem by dropping dlbarareas
from the specification.

Year:2008 Qfr: 2
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Figure 6: Dealing with simultaneity. APP computed usingaaticles and newspapers (top), compared with using filtarédles
and national newspapers only (bottom).
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Details about the estimates In addition, important details of the estimates suggedtdimaultaneity isn’t a major problem. First,
in almost all specifications, hiring shows a greater and moeeisely estimated effect than separations. If our resuttre driven
by the media reporting on employment conditions, the opgpagould be true, since layoffs generate more bad press tfiam a
simply not hiring workers. Similarly, we can estimate théeefs of APP on job losses in particular industries; if owsules are
driven by simultaneity, we would expect a correlation betwthe estimated size of the media effect and the newsweshiof an
industry. Both of these comparisons will be discussed irrélsalts section below.

3.4.2 Dealing with Omitted Variables

Unobserved factors co-varying with bothP P;; and labor market conditions will bias our estimation. Sisoemany variables
could conceivably meet this criterion, dealing with thislplem has been a major stumbling block of previous resedrct.table
below displays the correlation of four measures of mediaipgsm with a number of county-level traits. There are twingls
to learn from this table. First, all of our measures of mediagimism are somewhat correlated observables, such aatieduar
population density. Second, the per-reader measuresgaéicntly less correlated than their per-person couarspimplying
that much of the correlation between media-pessimism aggbtbbservables is driven by the newspaper penetration rate

To address these issues, we introduce county, quartertatedy-quarter fixed effects into our specification. Thotlge use
of fixed effects is extremely commonplace in panel data @mly argue this technique is particularly helpful in ousedecause
of the way APP is constructed. To see why, we note that the &grnm in equation 1 contains county-specific and quarteciéig
components. For examplé; might represent a geographic variable which is absent innmagtel. This variable would affect
employment, but it's effect is constant over time for anyegicounty.

Jobsiy = c+ BAPRy; + X +0; +0; + 0,4

Recall that articles per person can be written as the praafutiree components: the newspaper penetration rate, lditevee
popularity of each source, and the number of pessimistic@stper source:

APP;; = (PenRate;;) Z (SubShare; ;1) (Articles; ;)
j sources

It's likely that the penetration rate, is largely deterndri®y county level trail®);. The average deviation of this variable from
it's across-time mean in each county is only 4%, while the mm#viation between counties in the same period is over 13 T
suggests that the variation in penetration is largely esgstional in nature. To the extent that this is true, codetgl fixed effects
will control for endogeneity though this term. Alternatiyewe can use the article per reader measure, which simpyg dway
with this first term altogether.

Similarly, the number of articles printed by each sourciedy to covary only with quarterly variables, especialftea eliminat-
ing articles referring to local conditions and using onlyio@al newspapers. After all, there’s no reason believe arhynobserved
trait particular to any given county should affect the nundfestories printed by the N.Y. Times about national ecororninditions.

Single Source Counties The term in the middle, the relative popularity of variousises, is the most problematic. We might
expect this term to be determined by various demographlitiqad, or socioeconomic factors in each county. It's pbksthat in
most areas, these variables change slowly enough to bebalasby the county fixed effects; however, there’s always ttence
that a rapidly changing trait relevant to employment colsg ghift the popularity of a particular paper.

To mitigate this issue, it's possible to run our regressiogaunties which are dominated by a single news source. msngle
source counties, the middle term in our definition of APP texduto one.

J =1= APP;; = (PenRate;) (Articles;)
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Table 3: Cross-correlation table

Variables Art. Per Person APP, Filtered, Natl. Art. Per ReadAPR, Filtered, Natl.
Art. Per Person 1.000
APP, Filtered, Natl. 0.470 1.000
Art. Per Reader 0.745 0.346 1.000
APR, Filtered, Natl. 0.153 0.518 0.443 1.000
Employment Rate 0.176 0.337 0.047 0.121
Population 0.128 0.155 0.054 0.029
Pop. Density 0.158 0.191 0.086 0.057
Newspaper Penetration 0.251 0.263 -0.090 -0.123
Med. Income 0.224 0.212 0.094 0.042
% College 0.283 0.312 0.118 0.071
Pct. Hispanic 0.018 -0.011 0.022 -0.011
Pct. Black 0.020 0.042 0.047 0.042
Pct. White -0.031 -0.040 -0.062 -0.040
Pct. Asian 0.149 0.148 0.072 0.0340

In roughly a third of the counties of my sample, more than 8%%dividuals subscribe to the same news source. In thetsesul
section, | repeat my analysis using these counties only adddiv differences from the overall pattern.

Other Checks Finally, we impose three additional checks. First, all & &mpirical results to follow are robust not only to county
and quarter fixed effects, but county and state-by-quantedfeffects. In these specifications, the effects of newsutocomes
are identified by comparing counties within the same stategararter. A number of additional factors, say, time-vagysectoral
composition, should be taken care of in this specificaticgtdfd, | introduce a battery of demographic controls, ssdn@me,
ethnicity, and education. These are largely aimed at thetficsterms in equation 2. Third, | include interactions begén sectoral
composition and national GDP. While sectoral compositteali should be absorbed by the county dummies, it could geeat
that theproductof sectoral composition and output is the relevant variabte example, a county with many construction workers
might shed more jobs in response to same contraction in bagpeompared to a county in which most people work in health.ca

Summarizing Identification Solutions

In the preceding section, I've argued that by breaking AR® i3 component terms - the penetration rate, relative |zojy and
articles per quarter, we can understand which factorstaifgmedia pessimism are likely to be endogenous. Each sktterms
raises somewhat different identification issues, and ke how to deal with each in turn. The following table sumrnasi the

identification solutions described above.
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Newspaper Penetration Relative Popularity of

Articles Per Source

Rate Sources
Simultaneity Correlation between Unlikely that Drop all articles
jobs and penetration rate unemployment shifts pertaining to
biases beta towards zero;relative popularity of employment or local
estimated parameteris news-sources. conditions. Use only
lower bound. Or, use articles from nationally
articles per reader. circulated newspapers.
OmittedVariables County and County and County and

state-by-quarter fixed
effects, demographic
controls. Use articles
per reader.

state-by-quarter fixed
effects, demographic
controls. Use only
single-source counties.

state-by-time fixed
effects, demographic
controls. Use only
articles from nationally
circulated papers.

Table 4: Summary of Solutions for the Identification Issuestdd in Table 2

4 Results

4.1 The Delivery of Bad Economic News over the Business Cycle

As this is the first paper to measure the flow of pessimistimenuc news at sub-national levels, | will begin by charadzteg
this flow in detail. These findings depict the media’s unfoegdiesponse to the economic downturn, and will set the stagené
regression analysis that follows. Unsurprisingly, theslef pessimistic news delivered to U.S. counties is higiniy-ayclical. For
example, the median level of pessimism preceding the 2008-2=cession was close to zero prior to the downturn, arréased
roughly twenty-five fold in the first quarter of 2008. Pessimipeaked in the first quarter of 2009, when the median coengived
0.75 articles per person.
This number may seem modest, but recall that since manyiéhdils don’t subscribe to a newspaper, the level of pessimis
perienced by a given reader is significantly higher than #recppita figure. Unfortunately, with readership inforroataggregated
at the county level, it is only possible to know the total nembf newspapesubscriptionsn each county, not the total number of
subscribers. The former could overstate the later if imtlials subscribe to more than one newspaper or multipleeditf a single
newspaper (weekday vs. Sunday). Nevertheless, we caneaiseithber of articles per-subscription as a lower bound fentlore
meaningful per-reader figure. By this measure, the median & pessimism during the great recession peaked at 3ctearper
subscriber per quarter, or slightly more than one artictenpenth for each reader.
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Figure 7: The Media as a Signal Booster
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emerges (figurgl 7). First, note that that unemployment ikligeasonal; however, this quarterly fluctuation is ehtiadsent in
the media’s responseNeglecting the seasonal trend, unemployment only devéates percentage points from it's mean over the
course of the recession; in contrast, the volume of pessiaidicles changes by more than an order of magnitude. émaesthen,
the media plays the role of an economic hearing aid - it remoeése by clearing away the messy seasonal trend while mpli
volume, boosting relatively modest changes in economiddinmentals into large fluctuations in the number of articles.
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Figure 8: Cross-sectional Variation in Bad News Deliver&the top four panels depict thgercent deviation from the national
meanin the second quarter of 2008 for various measures of medisippesm. All measures exhibit far greater dispersion than
employment, which typically varies by only a few percentossrcounties.

Cross-Sectional Variation Perhaps the media’s responsiveness to the economic dowsitouldn’t surprise us - after all, reces-
sions are highly newsworthy. What's more unexpected is #grak of variation in media pessimism across coumtigig the
same quarterFigure[8 displays the volume of pessimistic articles farreeounty in the second quarter of 2008, compared to the

8Note that the median employment rate displayed in this gisphly around 30%, while the employment to population rédicthe US, as reported by the BLS,
is nearly 60%. This discrepancy exists for three reasomst, ffie QWI misses some forms of employment, particularihé public sector. For example, in the year
2010, total U.S. non-farm payroll employment was measutreduahly 130,000,000, while the QWI reports only 100,000,@mployed persons for the same year.
In addition, the population figure used by the BLS is the nunobéendividuals over age sixteen, whereas the total popraegardless of age is used in the diagram
above. Finally, the median rate of employment across cesintnderstates the national rate, since counties with faygelations tend to have a higher employment
rate.
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Distribution of Media Pessimism by County, 2003-2007 Distribution: Recession vs. Non Recession Years
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Figure 9: Cross-sectional Distribution of Bad News Delaer Note the power-law distribution of both APP and APR, iyl
that the cross-county dispersion isn’t merely driven bjedénces in newspaper penetration. Also note while thelligion shifts
considerably during a recession, the variance remainopiced.

national mean in that quarter. Various ways to measure ipéessi are included; the column on the left displays the totttla
count, both per person and per reader; the column on thexXeliides articles about employment or local conditions amehts
only articles appearing in national papers. Note that eliendelivery ofnational news bynational papers exhibits widespread
geographic variation. All of these measures exhibit faatgedispersion than unemployment, shown on the bottoml pane
Figurd9 displays this pattern more generally by plottirgdkerall distribution of articles per person, both befard during the
past recession. This distribution is roughly exponentigthan extremely long right tail, indicating that a small niogn of counties
are receiving a disproportionally pessimistic media sigmais effect isnot simply due to some counties possessing a higher rate
of newspaper penetration, since the articles-per-readasure exhibits the same pattern. Instead, it's due to thieHat a small
number of counties happen to subscribe to the most pessisustrces, while others hear a more balanced blend of meda&age.

Changes Over Time Figured 1D anf 11 depict the evolution of media pessimisrimguine early stages of the recession. Figure
plots raw articles per person, with the level on the left e percent difference from the previous quarter on thet righile
figure[11 repeats this analysis but filters to remove localjabdelated articles and uses only articles from nationatses. The
take away from these pictures is that while average pessirnnisreases sharply over the first three quarters of the sieceghe
nature of this increase is highly non-uniform. This is pararly true when using only data from national papers, asjchcrasies

in subscription to such papers ensure that certain regemesve large shocks of pessimistic news while nearby ragaperience
little or no increase.
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Percent Change Compared to the Previous Quarter,

Unfiltered, All Newspapers
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Figure 10: Pessimism in the Past Recession
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4.2 The Causal Effect of Media Pessimism on Labor Market Outomes

Having described the flow of pessimism across the U.S. owepd#st recession, we turn to estimating the effects of thig éio
labor market outcomes. Table 2 displays summary statifgiircsach measure of media pessimism and number of covattates
included in the regressions; these figures are tabulated totarpretation of the results below. For more detailswatadl of the
specifications please see section 3.4 which discussesfictidn in detail. Note that for ease of reading, all theresgion tables
are located in section 8, rather than inter-spaced witherd#scriptions below.
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Effects of News on Total Employment Tables??and 8 shows employment regressed on articles per persomtaekaper reader
respectively, with each column representing an incre&simgorous specification. The dependent variable in theggeessions is
the log of total employment per perg)lms measured by the BLS’s quarterly workforce indicatordu@n one displays estimates
using ordinary least squares, controlling for the demadgi@pharacteristics listed in tab®?. The OLS point estimate will be
biased if any uncontrolled variable jointly affects APP @amdployment. As explained in section 3, the introductionairtty and
quarter fixed effects can help us cope with this issue by otlimg for any confounds whose effects are constant in spactiene;
column two incorporates these fixed effects. The first lagBPAs also included in all specifications, since changesavttume
of pessimistic news may take some time to effect employmattéms. Here, articles per person is found to have a negetfiect
on employment at the 5% significance level, while the comagg per-reader figure was insignificant.

Column three implements content analysis to filter out kesiceferring to either employment or local conditions; tletails
of this procedure are described in section 3. Column foueaiepthe same regression, but introduces countystatd-by-quarter
fixed effects. In this specification, the impact of pessiimisews on employment is identified from variation betweeffedent
counties in the same state and quarter. Here, both APP andafd*found to negatively affect employment, with the pedeza
figure remaining robust to state-by-quarter dummies.

Columns five and six maintain the filtering of articles, bulyauses articles from the three sources in my sample wittonati
circulation: the New York Times, the Wall Street Journald &/SA Today. As mentioned in the identification section, wpe®nt
these national papers to be even less sensitive to localogmpht conditions in any given county. Here again we find tiega
estimates, with the per-reader figure significant to five @etreven with county and state-by-quarter fixed effects sapo

Job Creation and Destruction The jobs data released in the QWI are highly detailed andagmmtseparate measures for hiring
and separations. Tablek 9 tholgh 12 display regressiolmgans to the results above but with job creation and destruon the
left hand side. The pattern of results for hiring is similathose for employment, with a number of exceptions. Fiistally all

of the results are now significant to the more rigorous dvgtetuarter fixed effect. Second, the absolute magnitudeeéffects
are much larger, particularly when using articles from amdgional sources. For separations, the effects are morigamis. Most
specifications, particularly the more rigorous ones, findsitjve but insignificant contemporaneous effect. In castirthe lagged
effects appear to be consistently negative and are sigmificaome specifications.

The clear take away from these tables is that the effect cfippéstic news on employment appears to be driven by changes
in hiring rather than separations. In fact, pessimistic i@awthe previous quarter appears to suppress job destnuetiber than
promoting it. Interestingly, these results are resultscarsistent with recent findings in the empirical literatarelabor market
dynamics. While traditional models of employment have easted the role of separations in driving countercycliogpyment,
new studies imply that the job-finding rate is instead the ayer (Shimer, 2007; Yashiv, 2006; Hall, 2005). For exampiall
(2005) finds that while involuntary separations increasaihd the 2001-2003 recession, this effect was nearly daderit by a
sharp reduction in the quit rate. Overall, separationsndyuitfie recession remained nearly constant, with fluctustiothe total
unemployment driven almost entirely by changes in job-figdi

Importantly, this asymmetric effect of bad news on hiring aaparations also argues that simultaneity isn’t biasingesults.
This is because layoffs are much more newsworthy than a silagk of hiring - between 2008 and 2010, articles mentiotaggffs
outnumbered articles mentioning hiring by more than a fastohree to one in the Lexis Nexis Database. If our resuktsdaiven
by newspapers covering local job losses, we would expeatdkéicient on separations to have a large, positive andststally
significant point estimate, with a much weaker effect omigiriThis is the opposite of what we find.

Changes in Effect Size over the Business CycleDo the size of our estimates change over the course of theqeestsion? There
are a number of reasons to believe that this might occur. ¥anple, suppose that workers possess heterogeneous fiviigend
that the least productive workers are laid off at the begigmif the recession. The remaining more productive workkes face a

9Almost all of the results to be discussed also hold in leveth @ higher level of significance. However, normality tegtof the residuals suggested that using
a logged dependent variable is more appropriate for thesefiations
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lower probability of being terminated, regardless of howcimbad news is printed. Recent theoretical papers havedaesi this
possibility (Villena-Roldan, 2010). Alternatively, imeng that the areas receiving a disproportionate quantipadfnews over-react
by drastically cutting hiring. In subsequent quarters,godation could rebound as employers in those counties nep@that the
news shock they received was spurious.

Table4 1B through 15 break down the effects on both job aneatnd job destruction over the course of the recession,laowd s
some signs of this pattern. For example, while the pointresgs for hiring and employment remain negative betweei7 20d
2009, they diminish in precision; the estimate in 2010 izialty positive but insignificant. Separations also showrdaresting
trend, with a positive (albeit insignificant) sign in 2007aversing in subsequent years. It's possible that pestimews does
lead to layoffs in the early stages of the recession, wittstigpression of voluntary separations kicking in later mdicle.

Table$ 1B though15 are also a first-pass at addressing acquekich we haven't yet asked. This question can be levigiesg
any theory which invokes a feedback mechanism to explaimbss cycle fluctuations: namely, what makes the feedbag®st
After all, if bad news begets unemployment, and unemployiegets bad news, wouldn’t the economy worsen indefinitly@
possible answer is that agent’s reactions to bad news éslitvie kind of diminishing returns. It's not unreasonablagsume that
once the airwaves become saturated with dire headlinegicadd pessimistic information becomes relatively insequential.

Another possibility is that economic fundamentals inteeeFor example, a car dealer might fear that spooked cussomik
stop buying cars (and reduce his labor force accordingly)only up to a point: cars go out of service at a certain rdwere is
alwayssomedemand for new automobiles. These facts about supply andmnannot be disputed no matter how pessimistic the
news, and may serve to break the feedback cycle once the mgde@ushed beyond a certain point. Whatever the reason, our
results are consistent with the idea that pessimism makegrtfatest impact the beginning of a downturn, with the ogeffts on
separations and hiring reversing in sign and diminishingractision as the recession drags on.

Cross-Industry Comparison Table[ 16 presents the effect on employment for level-twoGRB\Industries, using the most rigorous
specification in tabl®?. These estimates are useful not only because they revéadetites in each industry’s response to media
pessimism, but because this heterogeneity can again béaused out reverse-causation. If we believe that our resark driven by
pessimistic news dampening employment, we would integplatger coefficient in this table as an industry which is nzmesitive

to bad economic news. If we instead believe that these seardtdriven by losses in employment generating media cgeetlaen
thereciprocalsof this coefficient would represent the number of articlasgegson generated by the loss of one job. In other words,
these reciprocals would represent the relative news-w$s of job losses in a given industry.

Jobs;y = BAPP;; + other terms

1
APPy; = BJOsz't + other terms

The third column in tablg_16 displays these reciprocatefficants, while column 4 displays an independent measuneof-
worth. This measure was computed by dividing total job lessea given industry against the number of newspaper astinléhe
Lexis Nexis database describing layoffs in that indusfrytd believe that reverse causality is a problem in our egtonawe would
expect the quantities in these two columns to be positivetyetated in absolute value. In fact, we find that they extabiveak
negative correlation (-0.19). Instead, our coefficientsrapre correlated (albeit still weakly, with a coefficient®®1) with the
decline in output in each industry during the recessiofifit3éis supports the interpretation that the negative sigour estimates
is the results of industries cutting employment upon heariegative news, in anticipation of a reduction in aggregammand.
Looking at the list of industries, we can see a qualitativeeament with this theory. Industries which are partictyatiyclical,
such as construction, retail trade, or accommodation éxhiige coefficients, while recession-proof industriestsas agriculture
or health care have positive and insignificant point esémaifl his pattern of results is difficult to explain if we bebkehat they
arise from the media’s coverage of layoffs in each industry.
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Additional Checks Tabled IV and 18 repeat the most rigorous specification gialée??, Columns (4) and (6)) but restrict the
sample to the set of counties in which more than 85% of all sitsrs read the same newspaper. These counties represaat a
dominated by a single print publication and represent rbugtihird of all counties. As argued above, county level fiedi@cts
will control for the influence of confounding variables samgpas the newspaper subscribership pattern in each coubgsed
on time-invariant traits. This is more likely to be true irefle single-source counties, where subscribership canvanjydue to
whetheran agent subscribes to a paper, wbichpaper that agent subscribes to. More formally, recall thiétles per person can
be written as:

APP;; = (PenRate;;) Z (SubShare; ;1) (Articles; ;)

j sources

For single source counties, the middle term reduces to.unity

J =1= APP, = (PenRate;) (Articles;)

For articles per reader, which doesn’t contain the téten Rate;;, this independent variable further reduces to the totahtofi
pessimistic articles printed by national papers. We fine lileit while our results diminish in significance due to a otida of the
sample size, the per-subscriber effects remain signifitanther, the sign of the effects are all consistent witlviogs estimates.

Tabled IP an@ 20 also repeat the most rigorous regressiabli®??, but include only non-urban areas, defined as areas with
a population density of less than 500 persons per square rAgementioned in the identification section, our use of malo
news in national papers assumes that these papers can kehasvexogenous to conditions in any particular county. Newe
this assumption might fail for the counties in which thespgra are based (New York City and Washington DC) and for &xcal
considered symbolic of the nation’s economic state, sudbedioit or silicon valley. The dropping of urbanized areasld with
both of this issues, and does not lead to significant chamgasriresults.

5 Discussion

The findings above can be summarized as follows:

1. Thesignalsagents receive about the state of the economy the vary mudahgneatly in time and space thetualcondition
of the economy.

2. Pessimistic news has a negative effect on total employarehhiring, and mixed effects on separations. These sffaet
most prominent at the beginning of a business cycle combract

3. The pattern of effects - particularly the stronger residt hiring as compared to separations, and industry spesfimates,
suggest that reverse causation isn’t driving our results.

This paper argues that the most parsimonious interpratafithe evidence above is that exposure to pessimistic egsenews can
dampen labor market activity, especially new hiring. Onftlee of it, this claim doesn’t seem very extreme. To admit different
counties will adjust their behavior when exposed to diffgrievels of bad news simply means that agents act on infiomtitey
receive from the news media. Presumably, this is the reasmy people read the news in the first place.

However, the detection of media-feedback raises broadestimpns for our understanding of the business cycle. Whilteis
significance of the the media'’s effect, compared to mordttoal sources of business cycle amplification? How dodhesults
bear on related topics in macroeconomic theory, such axtsierce sunspot equilibria and the Keynesian notion ahahsgpirits?
And finally, what policy implications can be drawn from théselings? This section will discuss these questions in Hetai
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Quantifying the Media’s Significance Is the media’s impact on unemployment a secondary cormedaiaa significant first-order
effect? This question can be approached in two ways. Onesignfay predict what employmentin a given county and quavtarld
have beemad no pessimistic news been delivetedhat county, holding constant all other covariates. Tiffer@nce between this
number and the same prediction usisigservedevels of news, summed across counties, would constitatéatal employment
effect of the media in any given period. This number can thexdmpared with observed changes in total employment oeer th
course of our sample.

Figure[12 displays the results of this procedure. Here, line lars represent total employment in a given quarter, enetpto
their per-recession values in 2007 for the correspondirgtgts (note that this quarter-by-quarter comparisonéessary due to
the seasonality of employment). The red bars display thatijyaf these job losses which is attributable to the mediafluence.
The figure to the right simply plots the relative size of theebéind red bars.

We can see that the reduction in employment due to medidxéstds on the order of half a million persons per quarter. The
effect of the media is particularly pronounced at the beigigif the recession, and fades as the recession progrdsseqattern
shouldn’t be surprising given figufé 7, as the spike in peissicnarticles is relatively short lasting, falling off sidicantly after
2009. In contrast, employment remains suppressed unténideof the sample, remaining lower than average even atrtteedf
writing this paper.

We also need to keep in mind that these estimates tally tieetefbf newspaper articles only. The total impact of the medi
would need to incorporate all news sources, including isiew, radio, and the internet. Given that twice as many fseget their

news from TV, and roughly equal numbers get their news otféfieeit, sometimes from electronic versions of popularsapers),
the total effect of the media is likely to be larger than ouimaates here.
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Figure 12: The relative size of the media’s effect attermiater the recession

Another way to assess the impact of the media is to find a specifinomic event which generated bad press, and compare the
direct impact of that event with the impact of the press thgenerated. This analysis was preformed for the collaptebman
Brother Holdings in 2008. The first-order impact on the labmarket from this event was the loss of employment for Lehsan’
some 26,000 workers. This event also generated an incesaibbunt of bad press. Taking coverage only from a two dayavind
before and after the Lehman bankruptcy, we find some 760 neniesacross 114 U.S. newspapers. In counties which sbbscr
to those papers, this would cause a significant increasestfiaiv of pessimistic news. For the average county, this sihgihly
publicized event increased the number of pessimisticlastity more than 60% in the third quarter of 2008. This shockld/bave
a significant effect on total employment.

For example, Autagua county Alabama received nearly a 10@8¢ksto pessimism per capita as a result of coverage of the
Lehman Brothers collapse — an increase from 0.239 to 0.4&8earper person. Using the estimates in table 6 columrigiwbuld
have reduced employment in Autauga county by 19 persongjtizater. Nearby Dekalb county experienced a smaller iserea
pessimism, from .395 to .485; however, since it has a largpufation, this would have still caused a reduction in emplent by
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some 11 jobs. Summing across the country we find the totaldtpaemployment to be some 300,000 jobs. This is more than ten
times larger than the immediate employment impact.

Of course, we have to take this kind of counterfactual eséméth a grain of salt. For one, we are assuming that the itrgfac
article about Lehman Brothers have the same effect as aaga/pessimistic article. For another, it's difficult to sayhmany jobs
were lost in the collapse of Lehman due to conventional moflesplification - for example, the reduction in aggregatmded
resulting from the employees’ lost income. However, thiaraple highlights the potential of the mass media to affegregate
outcomes. Even counties with no direct connection to tharashBrother’s failure would have been affected by the pdssin
news it generated. And though the impact in each county idlstha incredible reach of the media — the impact on coustles
readers across the US - makes the total loss formidable.

Sunspots, Animal Spirits, and Amplification | want to connect the idea of media feedback to two notiongkvhve mentioned
over the course of the paper, but whose definitions | haveattarexplicit. The first is the notion of “sunspots”. This ig fidea

that factors totally orthogonal to economic reality can eibieless impact economic outcomes by altering peopleisfbello see
the connection, consider that different counties in thetéthStates received different levels of pessimistic nevtheatve of last
recession. But what was the “correct” level of news for a dptmreceive? Whatever it was, idiosyncrasies in the wayrbas is

delivered made sure that most county dat receive that level, and as a consequence experienced sat@ifilbrent labor market
outcomes. In other words, the results above constituteeaeil for media-driven sunspots.

But there’s a more nuanced way to think about this. If we cdedbat counties are differentially affected by the medemust
admit the possibility that theamecounty, had it received a different level of news, would eigrece a different economic outcome.
If we apply this to the U.S. as a whole, it would mean that evevttich are exogenous to the state of the economy, but which
globally affect media coverage, say, competing coveragewdér, might make a business cycle fluctuation stronger okaredt
also means thatll recessions are somewhat worse than they would otherwidelie inedia were less of a presence. This is an
important point to understand - a sunspot doesn’t have tdlfoe aothing. Rather than picturing a totally spurious shée bad
news causing a recession out of nowhere, it's more accuratle of the media as a channel of amplification. While thersith
of most such channels depend on deep economic parametehsasihe elasticity of labor supply), the strength of the iaisd
amplification depends largely on non-economic factors.

What's more, consider the fact that everyone with a mouthtispme level, a news organization. If agents begin to heangy
news from the people around them, wouldn't this affect tbelmavior for the same reasons as reading that same newspapke?
Any mechanism which assists the spread of economic inféomatn play this role. By this logic, the media is part aflassof
amplification mechanisms, ones which involve the way infation is shared in the economy.

Connecting the Dots - The Role of Psychology

What is the connection between media-feedback and the K@&meaotion of animal spirits? Animal spirits are psychatady
sunspots - agents basing their behavior not on economi@fuedtals, but on subjective states such as fear or undgrtalvove, |
find that pessimistic news lowers employment largely by seigging hiring. Presumably, this effect is mediated byrimes owners
listening to the news and changing their beliefs about theéof the economy. Are subjective states such as fear fidnisachange
in beliefs? It's difficult to answer this question without @asure of psychological sentiment; unfortunately, no snehsures are
disaggregated at the county level.

However, a viable proxy for this measure can be obtainedguséarch data from google trends. Google collects seareh dat
at the DMA level and compiles this data into an index of how ynimes a particular term is searched compared to other terms
Figure[13 plots the number of times users googled the wolE'§sion” against the University of Michigan’'s consumerfience
index and shows a clear anti-correlation. While not a penieoxy, it seems reasonable to assume that most peoplensegarc
for “recession” are at least concerned about the state od¢baomy. This variable can help us connect the dots betwegiiam
sentiment, consumer sentiment, and economic outcomes.
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Google Searches for the Word "Recession" as a Measure of Confidence
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Figure 13: Median level of Google searches for the word “ssim;” across all counties vs. the University of Michigasosisumer
confidence index

Imagine an OLS regression of google searches for the wood8ston” on employment:

Jobsyy = ¢+ BSearches; +vXi + €4t 3)

Estimating this equation is problematic for the same reasbat estimating jobs on news is problematic. First, unclesk
factors may jointly affect the level of search queries angleyment - for example, differential access to the interidbreover,
these searches are likely to be generated by job losseséha®s One approach to overcome these issues is to identdich
instrument for the number of google searches. This instnimmeist be relevant - that is, it must be correlated with thaler of
google searches, and it must be uncorrelated with the emarin the equation above.

In section 3.4, | argue that with fixed effects in place, artdrahe treatments for simultaneity (dropping articleshgonly
national sources), APP is uncorrelated with the error terma fegression on jobs. Note that condition is equivalenatisfying
the exclusion restriction for the specification above. lmeotwords, if media-pessimism and google searches arelataadethen
media-pessimism serves as a viable instrument for consseméiment as measured by google trends.

Table 5: Effects of Google Searches on Employment, Instrietcby APP

(1) (2) 3) (4)

1st Stage Tot. Emp. Hires Seps.
APP, No Local/Jobs, Natl. 20.6328

(0.000)
Google Searches -0.002x -0.0068** -0.0003

(0.000) (0.000) (0.805)

Observations 47683 46642 46418 46609
Wald-F(1st Stage) 119.7930  118.5358 118.6318

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. 1st stage is Google searches regressed on APP and dehiogm@qtrols with county and quarter FEs.
3. 2nd stage is identical to column (5) in table 6, but withrmsiented Google searches replacing
APP; standard errors clustered at the county level.

4. Due to heteroskedasticity, the Kleibergen-Paap Walthfistic is used.

Column (1) in tablgb displays a regression of google seartteecession against APP, dropping local and employnedsted
articles and using only national papers. Reverse causstionldn’t be a major problem here (as it's unlikely that gdeagarches
themselves cause bad news), and unobserved heterogeneéésli with in the same manner as above - county and quarget fix
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effects and time varying demographic controls. Note thgatiee news has a strong positive impact on the number oflsesrthe
Wald F-statistic in the first stage is quite large, implyihgttweak instruments isn’'t a concern.

Columns (2) through (5) displays labor market performaeggassed on google searches instrumented by APP. The specifi
tion is the same as above, with county and quarter fixed sff§'é¢ see the same general pattern as the tables in the mEslon;
precisely estimated negative effects on employment ardghémd an insignificant effect on separations. To the extattthese
google searches are a valid proxy for individual sentim#ii@se results indicate that sentiment has a causal effeet@momic
outcomes as the animal spirits hypothesis would suggest.

On could argue that individuals who search for the word “se@n” on google are acting rationally, rather than in fianight
be the case that as individuals sense a deteriorating egomnloey go to google seeking more information. However, nainer
that our instrument is the number of pessimistic articleseported by national papers, dropping articles which jrett local
conditions or to jobs. Thus, the variation in instrumentedgle searches is being driven by regional variation in mediverage
about the national economy. As | argued above, since therdyonestate of the national economy, these variations in the rieedia
volume should be viewed as orthogonal to economic fundamgnTherefore, the variations in public sentiment thay tteuse
should be viewed as orthogonal as well. In other words, tealt®above suggest that consumer sentiment sunspot&dchys
media sunspots, can impact labor market outcomes.

Media-feedback and Rational Expectations Is it possible to reconcile the results above with standa®sB models, and in
particular, with the assumption of rational expectatiohsolv appears in nearly all such models? In this section,llasgue that the
answer is yes, although whether such models arédisd candidate to portray these effects is an open question.nRezgearch
has shown that many DSGE model can exhibit dynamics consisith sunspots. To derive such a model, one usually begiifs w
a non-stochastic framework that exhibits a locally statdady state. Such models often possess “indeterminac&éesbntinuum
of non-stationary solutions which converge towards (bweneeach in a finite time) the steady state. In a stochastitegg it's
possible to randomize across these indeterminacies taatemaultiple solution paths, all of which satisfy the ra@bexpectations
assumption. Each of these rational expectations equildme consistent with a particular set of beliefs, beliefichvlare realized
in expectation if agents act on them. For a detailed exanfidaah a model, see Farmer (1999).

This approach has the advantage of preserving the curresdigan. However, it does have a number of drawbacks. Fimst, w
need to choose a model in which these stationary equililméao Sometimes this requires parametrizations whichraenisistent
with empirical measurements (Herrendorf et al., 2000). ddwer, the solution is very ad hoc - the framework doesntirdisiish
between sunspots arising for different reasons, nor daeglain what the size of the sunspot perturbations shoulgt lsenply
defines this size when it sets the variance of the shggkin reality, these questions are answered by structuctbfa associated
with each type of sunspot. For example, the magnitude of tbéias effect might depend on the number of news organiaatio
and their popularity, while the effects of psychologicditatle might depend on behavioral parameters of agentsvattiety, say,
their level of risk aversion.

What's more, since this solution is consistent with ratiaaectations, it still posits that agent’s predictiongtuf future (in
expectation) were in line with what actually transpired eTata are silent on this question - while our results showttreanews
had an effect on economic outcomes, there’s no way to knowhehagents expected exactly those outcome to transpine thieg
acted on that news in the first place. In fact, it's very diffi¢a conceive of how such evidence could be obtained - didiesds
of a county which lost 30 jobs expect to lose that exact nuftarthis sense, the difficulty of falsifying the notion ofiratal
expectations is one of its major weaknesses.

It's not the goal of this paper to judge whether media-fee#limbest modeled within or without the context of rationgbec-
tations. In some ways, our choice as macroeconomists itelinliecause in the current generation of models, ratioqed@ations
is employed largely for the purpose of tractability. Thippamerely argues that media-feedback and related phemrsbould
be modeled, however we choose to do it. There has been a ®nigeview sunspots - even sunspots within the context obmai
expectations - as pathological. My hope is that the empieicialence presented here can ease the stigma against suitbrso
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Policy Implications I've argued above that the media serves as a channel of lssgigele amplification, implying that recessions
are worse than they would otherwise be if the news media veaiea presence. But what, if any policy implications follfram
this conclusion? At first pass, it might seem like there'siral to be done about the issue; after all, it's not as if thdiameould be
prevented from covering negative economic events.

But in another way, the existence of the media effextimportant implications for government policy. This is besa media-
feedback implies that government intervention can affeetéconomy in at least two ways. First, policies such as naoyet
expansion can directly impact economic fundamentals. kam@le, in traditional Neo-Keynesian models, price riyidiéads to a
rise in real income when the money supply is increased, hgatdi gains in output and employment. But a non-zero medeceff
implies thatnewsof intervention itself could also affect economic performoe, regardless of the policy’s impact on fundamentals.

This idea is not as far flung as it might sound. In a study of theogean Central Bank, Berger et al. (2009) find that while
real economic conditions influence reporting, “ECM comneatibns - in particular, though it's press conference ontingelays
is able to influence both the extent and the favorability &f thedia’s coverage of it's decisions.” Konstantinou andkaakis
(2008) find evidence that expansionary fiscal policy impsdwgsiness and consumer confidence and suggest that ths/ienpent
should be viewed as as secondary goal of such intervenfidns.idea that the governmentisedia presencean affect economic
sentiment has long been recognized - even during the GrgaeB&on, the Roosevelt administration oversaw a significeedia
campaign to sell the economic policies that were being pptane to fight the contracti@.

It has been frequently argued that in the past recessiogavernment did a poor job of marketing it's numerous intatigns
to the public. For example, a survey by Harris Interactiveeaded that only 23% of Americans think that the TARP program
helped the economy. In contrast, a survey of economistswzied by the University of Chicago showed that 80% of ecostsni
believed that TARP was beneficial. Treasure secretary Heawson has frequently stated that while he doesn'’t regikhg out
the banks, he erred in failing to communicating the ratiertdlthis move to Americans at large. Presumably, if econ@gants
are unconvinced that a given government program will hedpettonomy, it will not stimulate the economy though the cledioh
public sentiment described above.

A more detailed analysis of this effect is beyond the scoghisfpaper. It may be the case that the media effect of govenbm
policy is small compared to it's impact on economic fundatakn However, it's also the case that marketing a givencgoli
intervention is likely to be far cheaper than the interventitself. Perhaps a small investment in cultivating a pasimedia
presense could pay large dividends for the government beszdurse of an entire recession.

10For example, Roosevelt's famous “fireside chats” where iasef radio messages designed to inform the public of themnent's progress in combating the
recession.
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Part Il

Uncertainty and Risk Averse Firms in DSGE

Imagine that the management at a large U.S. firm is faced htlidllowing choice:
1. Continue making 1 million dollars (per quarter) in profits

2. Play in alottery in which there was a 50% chance of makimg peofit next quarter, and a 50% chance of making two million
dollars in profit.

Consideration of this type of lottery is how microeconomiid¢fine risk aversion for individuals. Faced with the chaibeve over
their own incomes, individuals are consistently obsereethvor the first option. This paper seeks to understand theravao-
nomic consequences if firms also favor the first option. Irepthords, it asks: how would the economy behave if firms (oirthe
management) were risk averse in profits, just as househ@dsk averse in consumption?

Why does this question merit consideration? In the firstgldlcere is broad micro-level evidence that firms do behawe in
risk averse manner, evidence which | will summarize in tH¥dng pages. More importantly, the assumption that firmesrask
averse leads to qualitatively different business-cycleadyics. Risk averse firms seek to smooth profits and respoacbtmomic
uncertainty with precautionary behavior, just as hous#hdb. As | will argue in greater detail, this behavior camhesa challenge
faced by a broad class of RBC models: the difficulty of trigiggian economic contraction with a Keynesian demand-sideksh

Demand Shocks

The prototypical aggregate demand shock asks us to imagseersario in which consumers, worried about the future of the
economy, cut back on spending. As demand contracts, outjguémployment fall. Keynes called this scenario the "paxawfo
thrift"; with the economy stagnating due to collective seys behavior, government spending is needed to boost aajgrégmand
and halt the downturn.

In the modern DSGE paradigm, this type of scenario can be ladde two ways. First, one can apply a direct shock to the
consumer’s intertemporal utility function. For exampleswaden increase in consumers’ discount rat@ill result in lowered
consumption and increased savings. More recently, a gophitérature argues that amcertaintyshock, an increase in the variance
of a stochastic variable driving the model, will also leactoontraction in aggregate demand. Faced with a more uircértare,
risk averse households will engage in precautionary sagiagsing consumption to fall in a manner analogous to arfistient
shock.

However, it's widely understood that this type of model donesdisplay the intuitive response. Instead, such a demamekss
usually expansionary. The reason is the equivalence batsaéngs and investment. As households put more of theiegnaway,
investment increases, interest rates fall, and the cagitak expands. In models with an elastic supply of laborskbaolds also
engage in precautionary employment, increasing hoursedbirkorder to further boost savings and hedge against thesfuéVith
both inputs into the production function rising in respotwsthe shock, the economy enters a long term boom.

5.1 Approaches in the Literature

Given the conceptual desirability of demand driven recessinumerous authors have tackled this "co-movementgmdbiTable
1 summarizes this literature; as whole, these papers takefdwo main approaches. The first is to modify the consunaerf the
problem so as to reduce the intensity of savings. For exafp(@006) finds that when consumers’ utility function exitithabit
formation, an increase ifi can lead to a reduction in investment. This is because @tfayuseholds know that they will "get used
to" lower consumption levels, and find it less necessaryve.s&/hile this approach can restore realistic busines®dyethavior, it
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Type of Demand Shock Ingredients Used in Model

Basu and Bundick (2012) 2nd moment shock to consumer utilityNominal Rigidities (price onhf
2nd moment shocks to technology Countercyclical markups
Adjustment cost (capital)

Huo and Rios-Rull (2013)  1st moment shock to consumeryitilit Labor & Capital adjustment costs
Search frictions (compleX)
Variable capital utilization

Bai et al. (2012) 1st moment shock to consumer utility Se#fictions (complex)

Yi Wen (2006) 1st moment shock to consumer utility Habit Fation
Variable Capital Utilization
Adjustment Costs (capital)

Bloom et al. (2012) 2nd moment shock to technology Adjustngests (Labor & Capital)
Search frictions
Bloom (2009) 2nd moment shock to technology Adjustmentscfisibor & Capital)
Leduc & Liu (2012) 1st moment shock to consumer utility Sedrdctions

Nominal Rigidities (wage and price)

aTheir model also works under sticky wages, but these areegpiired to generate realistic co-movement
PHere, there are search frictions not only for labor, but fanieties of goods
®This was an earlier paper with most results holding in peetigilibrium, though the author gives a heuristic arguntkat they also hold in general equilibrium

Table 6: Approaches in the Literature to Resolving the themBed Shock Co-movement Problem

weakens the notion of a demand-driven recession in the fasepAfter all, if consumers are not cutting back, in whatsseis the
recession still caused by a reduction in aggregate demand?

The alternative approach, which | employ in this paper, imtidify the firm side of model so as to decreasedbenandfor
investmentin response to the shock. The intuition comes conomics 101: when supply and demand curves both shifétiett,
quantity will fall if the reduction in demand dominates in gmtude. For example, Basu & Bundick (2012) envision an irfgu
competition framework with counter-cyclical price marlksuprhey show that in the presence of sticky prices, houssholeice
to engage in precautionary employment drives up firms’ maudaer marginal cost. This larger markup increases the degfre
monopoly power in the economy and so causes factor demanoldpdt to fall. This reduction in demand overwhelms the $ypp
effect in both factor markets, causing investment and eympémnt to fall as well.

Despite this broad range of solutions, the current liteeataaves much on the table. One problem is the sheer number of
mechanisms necessary to trigger the recession. For exahpteand Rios-Rull (2013) incorporate not only search ifsits in
both labor and goods, but two types of adjustment costs aridbla capital utilization. What's more, they show that hreir
model,all of these ingredients are necessary in order to facilitatenaashd driven contraction. Compared with technology shocks
which parsimoniously deliver business cycle stylizedgawith little additional complexity, these workarounds taka the notion
of an aggregate demand recession seem increasingly fokaediated issue is the wide range of approaches taken aciftes®dt
papers. Some models employ imperfect competition, whierstdon’t. Some require search frictions, while otherstddmese
approaches beg the question: what isrtfirimumset of ingredients necessary to make demand-driven recssgiable?

This paper will contribute to the literature by proposingeatiire which, alone, can render demand shocks contractioha
will show that by introducing risk aversion on the side ofgwoers, realistic business cycle behavior can be recoweredhodel
without nominal rigidities, search frictions, or adjustmeosts. Two different types of demand-side shocks cagerithis effect:
an uncertainty shock to future technology, and uncertaiuagyr future consumer demand. | will argue that the later issmealistic
of the two. These types of shocks are also considered in Beiah (2012) and Basu and Bundick (2012). This paper coraibs
their results in a simpler model, and proposes that risksev#rms are a general explanation for the action of such shock
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5.2 Risk Averse Firms

To see why corporate risk aversion matters, imagine thatrexertainty shock compels consumers to engage in precamyion
savings. In the absence of other effects, this will increbhsesupply of loanable funds and drive up investment. Bué tioére is
something deeply asymmetric about this story: why woulfimits, too, respond to this increase in uncertainty? In @ssisurveys,
uncertainty - particularly uncertainty about consumer ded) is often cited as the primary reason for firms laying affkers or
scaling down operations (Lourenco and Lowe, 1994). Aftefiains must frequently make long term inlays - whether t'stalling
capital or hiring workers, and the profitability of these id@ns is highly contingent on the realizations of futurecna@conomic
variables.

This line of reasoning suggests that we treat firms (or thegigion makers) as risk averse is a manner similar to holdsho
demonstrate the consequences of doing so, consider a dimgpberiod model in which firms choose the optimal level oEistment
for the next period. In particular, imagine that firms praifitshe first period is equal to output, investment and rentsépital.

m =AY —rk—i, a<l1

o =A'(k+i)* —r(k+1)

In the second period, investment is installed as capitalptoposes of simplicity, we ignore depreciation and setpttiee of
both output and a unit of investment to one. Suppose thaeiméixt period, the level of technology in the economy is sttlifean
unknown shock, and distributed as follows:

A+e, Pr=
A—e, Pr=

A=

Nl= N

In the absence of risk aversion, total expected profit foh Ipetriods is given by

B(rr) = AR —rk—i + % [(A+ )k +1)* — r(k + ) + (A — &)k +1)* — r(k + )]

= Ak* —rk —i+ Ak 4+ 0)* —r(k +19)

Unsurprisingly this expression is invariant in epsilore thagnitude of uncertainty regarding future productivitiie linearity
of the productivity parametex in the firm's profit equation ensures that an uncertainty khws no effect. Now imagine that
that firms maximize not total profit, but a concave functionmperiod profit, just as consumers maximize a concave fonaif
in-period consumption. In this simple example, the CRRAitytiunction will be used.

Expected utility across the two periods is nhow given by

E(uT):A-k“—rk—z’—i-%[(A—i—a)-(k+i)a—r-(k+i)]1fg+%[(A—a)-(k+i)a—r-(k+i)]1fa

Figure[I4plots this total utility as a function of investnéor a varying levels of epsilon and sample parameter values
%, o= 0.6) Note that as the level of uncertainty increases in the ecgntra optimal level of investment falls. It's not difficult
to see why. When epsilon is high, the level of capital whichkimézes second period profits is large, encouraging higestment
in the first period. However, the payoff from this high profitte is subdued due to the concavity of the utility functidius,

11For particular values ok ando, this simple model can be solved analytically; | do this ipemdix A.
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Figure 14: Expected Utility from Profits as a Function of Istreent, Under Varying Levels of Uncertainty: tap= 0, middle,
¢ = 85, bottom,e = 100.

while a high level of capital is heavily rewarded in the higblinology state, it is even more heavily punished in the &zhnology
state. The risk averse firm therefore reduces levels of ima# in response to increased economic uncertainty. Eldigation
in investment demand is exactly what is needed to stop thease in investment which plagues models attempting tgerig
recession using a demand shock. Even if households saakiniestment can fall if firms’ demand curve for investmerifts far
enough to the left. In the full model below, the pattern eithithby this two-period case will be borne out in a generaildayium

context.

5.3 Evidence that Firms are Risk Averse

Relatively few papers feature models with risk averse figmasticularly within a DSGE framechE Acknowledging this, | wish
to present some independent arguments that this assunmgtibanreasonable, and to address some possible concerns.

Executive Compensation The easiest way to imagine a risk averse firm is to simply assilvat that the manager of the firm
collects the profits as income. Since individuals are knawioet risk averse in consumption levels, this would autoralgiemply
that the firm behaves in a risk averse manner. This assumnimidlis for a privately owned sole proprietorship; some 75%lldS
business are organized in this manner. However, it must iéttad that while sole proprietorships account for a greshber of
firms, they are responsible for only 5% of all sEdes

But even in a large corporation, there is abundant eviddratenanager’s salaries, bonuses and other compensatiocissely
linked to the firm’s profitability. Hall and Liebman (1998)audetailed firm level data and find that improving companyqrenfince
from the industry median to the 70th percentile increase® G&laries by some two million dollars, while diminishingriperfor-
mance from the median to the 30th percentile causes contpamsafall by roughly the same amount. In general, theyneste
the elasticity of CEO's total compensation to firm profits ®odn the order of 3.9, with this figure nearly tripling betwe&80
and 1994. This effect is further exacerbated by the factithitrge corporations, senior managments’ compensaticneasingly
takes the form of stock options. It's also been shown thakgperformance is concave in profitability - investors ptnisexpected
negative profits more than they rewards unexpected pogitvies (Lopez & Rees, 2002). Note that since this concavisea in

12Notable exceptions include Sandmo (1971), Pindyck (1988),Carceles Poveda (2003)
13Corporations, which are the opposite of a sole proprielprshthe sense of separating the firm’s assets from thoses @fitployees, account for 19% of all
firms but 87% of total sales
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the level of executive compensation itself, not the utitigrived from it, it would result in risk averse behavior evemanagers
themselves were risk neutral in consumption levels.

Cash Holding An additional line of evidence comes from firms’ cash holdiedpavior. Numerous studies suggest that firms hold
cash reserves in order to hedge against borrowing contstraia adverse economic shocks (Almedia et al, 2004, Faddkeand
Wang, 2006). The latter paper presents a theoretical modehich firms, particular those who are financially constedinshould
increase cash retention when faced with negative econdroiks and find empirical evidence to this effect. Interggyina line

of research in the behavioral literature suggests thatptteisautionary cash holding is not only subject to ratiomeisiderations
such as borrowing ability, but also the personal experieriaecision makers. For example, managers who grew up dtig
great depression (Malmendier et al, 2010), or who have bemnqusly employed at firms facing financial difficulties {fbdiar and
Duchin, 2012) hold larger reserves and are more averse to deb

Business Insurance A final piece of evidence for corporate risk aversion is thistexce of business insurance. Firms of varying
sizes routinely insure themselves against a variety ofiplessses. These include property insurance, busingsguption
insurance, disaster insurance, and liability insurandke foy worker injury and damages resulting from defectivedarcts. In net,
some 57% of all insurance premiums are paid by businesseg @#d Khang, 1999). What's more Mayers and Smith (1990)
find that closely held corporations are more likely to pusgh@surance than firms with less concentrated ownershibgigarisk
aversion is the primary reason for these findings. Sincestongutral agent would ever find it rational to purchase iasoe, the
popularity of such products among firms is strong evidenaedbrporations can behave in a risk averse manner.

The Fisher Separation Theorem A set of results in the complete markets literature may aasiesdoubt on the evidence above.
The Fisher Separation Theorem states that in the presemmngfiete capital and insurance markets, firms will makestment
decisions which maximize their net present value, regasdtd their shareholder’s attitudes towards risk. This theocan be
viewed a special case of Modigliani-Miller theorem regagitorporate financing, and more generally, a consequertie éfrrow-
Debreu model of general equilibrium.

To understand why complete markets have this effect, ineagifirm owned by two partners who evenly split the company’s
earnings amongst themselves and who hold different attittiolard risk. Now suppose that these partners must chetsedn
two investment projects, a high risk project with a greatgreeted return, and a low risk project with a smaller expeotturn. In
the absence of complete markets, the two partners mighgrdisan which project to engage, with the risk averse pafavering
the low risk project despite the fact that this project doasmaximize expected present value. However, if insuranaskets are
complete, it would be rational for the risk loving partneraifer to pay his more hesitant counterpart in the event thatrisky
project falls through. If such contracts are drawn optignadhareholders will always find it rational to make the "pgebdg as
possible”, maximizing the present value of the firm’s incastream.

This heuristic example, while simplistic, also capturesme@otential pitfalls with this line of thought. In most pidhy held
corporations, conflicts of interest between managemensharkholders are common (Fizel & Kenneth, 2006; Jensen Muyr
1990). The problem is that in contrast to the above examplealhshareholders are created equal; in particular, samdigectly
employed by the firm (as in the case of senior management)s@meé are not (in the case of a board member who is otherwise
unrelated to the firms’ operations). Shareholders diresthployed by the firm are subject to that firms’ internal congagion
system, and well as organizational and behavioral forceb as intra-firm politics. What's more, there is a large infation
asymmetry between a CEO with detailed knowledge of the fiint&srnal working and projects, and a shareholder who is not
employed by the corporation. All of these factors suggest itiarkets are not complete in the strong sense requirecelfyisher
theorem, and that the risk attitudes of individual decisimakers in firms are relevant in determining that firm’s inaesht choices.
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6 Model

Firms To illustrate the effect of corporate risk aversion, thet iifsthe model is deliberately kept as simple as possible. A
competitive firm produces a single consumption good with E=Blouglas technology, taking capital and labor as inpuisces
many papers which explore the effects of uncertainty alslude capital adjustment costs, these are introduced istémelard way
and will be turned off when analyzing the effects of risk @i@n alone. The key feature of the model is that firms maxirttiee
present discounted value of a concave function of profitss iBrexactly analogous to consumer’s intertemporal ytilinction; in
fact, as discussed previously, this can be viewed as thégunotif an entrepreneur whose consumption is dictated byntteme of
her firm.
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Households Households are also standard, supplying labor elastiealty maximizing over a King Plosser & Rebelo utility
function. To model first and second moment changes to consdemeand, the households’ discount beta factor follows arlAR
process. A utility function which is non-separable in cangtion and labor is chosen because in the separable caségliminacy
is found across a wide range of parameter values. This itetkta the result reported by Chin, Guo, and Lai (2012), wha fin
indeterminacy in a model with adjustment costs when thedgtetate wage-hours locus is steeper than households’ saipmly
curves.
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In many models that feature capital adjustment costs, mlde own the capital stock and incur those costs, while rityop
firms profit maximize in each period by setting the rental idteapital equal to it's marginal product. In such a modein§rare
only interested in the present period and can’t exhibit §madhic effects (such as precautionary behavior) that @y pexplores.

In contrast, households and firms in this model each makevastiment decision separately. For households, capitatitotes
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the only savings asset. By investing, households sacrificeist consumption in exchange for receiving an incomeastrek,
paid for by firms. On the other hand, firms also make the chaidgestall or remove capital. For firms, holding additionapital
means that more output can be produced in the next quartire alrawback of paying householgdg and incurring adjustment
costs® (;—:) Note that firms do not "buy" capital from households, nor tay "sell" their capital stock to increase present
period profits. The most intuitive way to interpret this mbigeto imagine that in each period, household savings aneddao
the firm through a frictionless financial intermediary. Férose this money to install capital, and are charged intecesirdingly.
Liquidating capital simply means firms returning the moreehiduseholds, who then use it to increase consumption.

Both household and firm investment decisions are contingerthe value of the;, which serves to clear the market for
investment in this model. In the context of an negative deirsrock (say, due to an unexpected rise in economic uncgmtain
households wish to consume less and save more. On the otiebrfiiens view this demand shock as a reason to liquidatealapit
since consumer demand implies lower output, thus lowehegtofit maximizing level of capital for the subsequent peri

Shocks The model features first and second moment shocks to botlethadlogy parameter, and3;. First moment shocks
follow the typical AR-1 process, with the added feature thatvariance of each shock is itself an endogenous variadlgaverned
by it's own AR-1 sequence. This follows the approach takeBloom et al. (2012) and Basu and Bundick (2012).

Biy1 = ppar + ogep,
OBs41 — OBss (1 - pUB) + Pos0cgs + ug,
Zt+1 = Zss(l - pz) + Pzzt + 02,€z2,

Oze41 = Ozgs (1= po.) + po.0z + us,

Implementation Computation implementation of the above model was prefdiimdynare using a third order Taylor approxima-
tion about the deterministic steady state. As discusse@gsuBnd Bundick (2012), a third order expansion is the minimaeded
to capture the effects of uncertainty. In addition, the Bleard & Khan conditions, which give sufficient criterion f&tability in
the linear case, no longer guarantee stability in the thideiomodel. Following standard practice, the pruning athor created by
Martin et al. (2013) is used to ensure nonexplosive behavior

6.1 Governing Equations

Solving the maximization problem described above yiel@sftiowing system of nonlinear difference equati@\s.

* Investment Demand
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14For simplicity, the expected value operator has been otitten the beginning of each expression.
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6.2 Baseline Calibration

The following table summarizes the choice of parameterkénbiaseline calibration of the model. Where possible, walugich
have reached consensus in the literature are used. Fortam@@rs of the firms’ utility function, figures similar to tmeholds
are chosen, keeping with the idea that firm-level risk aeersirises from risk attitudes of individuals operating ghéisms. For
parameters whose value is unsettled, | analyze the modetluéull range of values found in the literature - see theltesection
for more details. Finally, for the AR-1 parameters of theosgtmoment shocks, | use the values in Basu & Bundick (2018¢. T
results section will show that the performance of the maglabit particulary sensitive to these parameters.
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Parameter Description Value Range in Literature

Firms
« Capital Share 0.33 Consensus
1) Depreciation Rate (Quarterly) 0.025 Consensus
d1 Adj. Cost Level 0.1 [—1.75,20)2
o)) Adj. Cost Convexity 2 Consensus
By Discount Factor for Profits 0.95 Novel Parameter
of Firm Risk Aversion 2 Novel Parameter
Households
X Disutility of Labor 0.35 Consensus
o Household Risk Aversion 2 Consensus

Tech. Shocks

Zss Steady State Tech. Level 1 Consensus (by convention)
Pz Persistence of 1st Moment Shocks 0.99 [0.85,1]°

Oz, Steady State Volatility 0.01 [0.0032,0.063]

Po. Persistence of 2nd Moment Socks 0.83 Few Estimates, use B&B
Ou. Volatility of 2nd Moment Shocks 0.0017 Few Estimates, useBB&

Preference Shocks

Bss Steady State Discount Factor 0.99 Consensus

pB Persistence of First Moment Shocks  0.90 [0.82,0.98]

0 Bas Steady State Volatility 0.02 [0.01,0.569]

Pos Persistence of 2nd Moment Socks 0.83 Few Estimates, use B&B
Tugp Volatility of 2nd Moment Shocks 0.0017 Few Estimates, useBB&

Table 7: Baseline Parameterization and Comparison to ¥dlised in Literature

aCooper and Haltiwanger(2006), Hayashi (1982)
bGali & Rabanal (2005), Dedola & Neri (2006)
€Sims (2011), Bloom (2011)

dPrimiceri et. al (2006), Yi (2006)

€Basu and Brent (2012), Primiceri et. al (2006)

7 Results

Summary

In the baseline parameterization, both technological ascbdnt factor uncertainty shocks are found to be contaatiy, while
a positive first moment discount factor shock is expansipn@his implies that while a demand shock due to a true ineréas
patience cannot trigger a recession in this model, a demteuksrising from increased uncertainty can.

For uncertainty with respect to consumer demand (that iscarsl moment shock to the discount factor), increasing ¢yese
of firm risk aversion worsens the recession, while incregatiie degree of household risk aversion moderates it. Thigrisistent
with a picture in which precautionary behavior on both thenfaind household side drive the economic response. For second
moment technology shocks, these elasticities are morelesrapd may be non-monotonic.

Changing the adjustment cost parameters, and in partjchlconvexity parameter, impacts not only the behavior ofleh
variables, but their elasticities in both firm and corporatk aversion. That is, the effects of increasing housésoldfirm’s sigma
can depend on adjustment costs. While the model exhibitténchinacy in the total absence of such costs, both seconukemto
shocks are still contractionary even if adjustment cogtsat to vanishingly low values; this suggests that firm-g&leaversion is
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a sufficient condition for contractionary demand shock®sponse to economic uncertainty.
Finally, in contrast to Yi (2006), the qualitative featurgsthe above results are not found to be particularly semstt the
persistence of the shock processes.

7.1 Baseline Economy

Figures IV and 18 show impulse responses for all model vasainder the influence of the three types of demand shoaksstied
in the introduction. The impact of a negative first momenhtedogy shock is also included for comparison. There arersgv
things to learn from this baseline specification.

First Moment Shocks Figure one reveals that the standard negative technolagpkdbads to responses which are in line with
business cycle stylized facts. In particular, output, Bomorked, investment, and consumption are all seen to adrgiraultane-
ously. This robust and realistic co-movement between nesmnoomic aggregates is why such shocks are so popular inS&ED
literature.

In contrast, a first moment demand shock leads to the courttétive behavior discussed in the introduction - a faélaf the
so called "paradox of thrift". While an increase in consumpatience leads to a steep initial decline in consumptioravoif of
savings, this savings behavior drives up investment. ésteiates also rise, indicating that demand for investngeexpanding as
firms prepare to meet increased demand. In subsequent igdne expansion of the capital stock leads to a long lagtoam.
Contemporaneous output also increases due to the laboehsdfict of the preference shock. Employment rises whilgesdall,
signaling an unambiguous expansion in labor supply; maiemanouseholds are willing to work more hours in order touaoulate
savings. Overall, this economy could represent a sociegrevimcreased prudence on the part of households leadsgddaon
economic gains - a phenomenon which might be working in dgmey nations with high savings rates (Hamilton et al., 1999
However, it is clearly not appropriate for modeling a re@ssaused by a Keynesian reduction in aggregate demand.

Second Moment Shocks Turning to the second moment shocks, let’s first examineffieets of an uncertainty shock gf, the
consumer discount factor. Since this parameter goverrethumption-savings decision, such a shock would reprasancrease
in the uncertainty of future consumer demand. In responshisashock, both investment and interest rates fall simelbasly,
consistent with a credit market dominated by a contracticthé demand for investment. As explained previously, tiesgmce of
firm side risk aversion, combined with the costs of adjustivgcapital stock, means that firms reduce their demand fotatan
response to increased economic uncertainty. This reduictisupply overwhelms the precautionary savings motiveoofSeholds,
leading to falls in investment which deplete the capitatktand trigger a long term fall in output. In general, thisghteads to
the co-movement to be expected in a recession for all masnmecic aggregates except for consumption.

But what about consumption? The fall in the demand for newstment means that interest rates are now so low as to deter
savings. Consumers spend their incomes instead, causingiahincrease in consumption levels. Note that this @ase is highly
transitory, as falling capital levels eventually drag dameome, leading to a realistic recession within a few quartBoth papers
by Bloom also find this initial consumption effect. While ghbump is counter-factual, it is somewhat inevitable in gimple
model. This issue will be further tackled in the discussiect®n below.

In contrast to these straightforward effects, the effe€ts second moment technology shock are somewhat perpleXing.
simultaneous fall of investment, combined with a slightbsjtive interest rate response suggests a reduction istiment supply.
This is paradoxical, since households would be expecteaM®ig response to increase uncertainty. The reductionurshworked,
combined with rising wages, corroborates this; it seemséloolds are also not engaging in precautionary labor suaglsight
be expected. Perhaps household risk aversion is not setisoffy high in the baseline calibration, or perhaps someiogffect is
at work. This issue will be explored in the subsequent amalys
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Comparing Magnitudes Finally, we make an important observation about the sizethede effects. Note that for similarly
sized driving shock, the impulse responses to second mashenks are always several orders of magnitude weaker tearfitist
moment counterparts. This suggests that in order for usiogytshocks to drive a recession, the magnitude of suchkshmast be
very large - possibly hundreds of times larger than a first ematrtechnology shock with the same contractionary impaa.dhock
of such size plausible? In the discussion section, | wilspre empirical evidence that the answer to this questioess While
real variables such as technology or consumer patience otahift more than a few percent over the course of the busiogde,
there is reason to believe that perceptions about the \@ia@ithese quantities are highly variable.

7.2 The relative effects of household and firm risk aversion

As explained above, the behavior of the economy in this misd@iimarily driven by the impact of the shock on investméritis,
in turn, is driven by the interplay between households amdsfirvho control the supply and demand for investment resgéet
Therefore, the responses on both sides of the credit marleet tincertainty shock will depend on the risk aversion patarso ¢

andoy,.

Figure[ 19 shows how the response of the credit market chdiogesrying levels of firm and household risk aversion. Wentiar
the second moment beta shock, and make two important obisgrsaFirst, levels of investment and interest rates agative and
strictly decreasing i ¢, the parameter governing firm risk aversion. This indic#tes as firms become increasingly risk averse,
the demand for investment shift leftwards. Picture a reafaifranchise closing some branches, or a factory elinmgaome its
machinery; this is exactly the behavior we would expect sls averse firm owners, uncertain of future demand, precaarily
reduce the size of their capital stock.

Meanwhile, the degree of household risk aversigycontrols the extent of precautionary savings on the parbo$bholds. This
savings represents an increase in the supply of investmdritelps to counteract the cutting-back of firms. If savirsgaufficiently
robust, this supply shift will dominate the credit marketldead to an increase in investment combined with a precipitall in
interest rates. We see this behavior played out here; agholas become more risk adverse, the contraction in inargtbrecomes
less pronounced and interest rates fall further. In thisipater domain, this effect is never enough to actually cavestment to
become positive.

What about a second moment shock to technology, rather thasumer preferences? Here, the results are again somewhat
surprising. First, note that investment levels sometinmesas we increase risk aversion (the first line in the botihnolf figure
[I9), or are non-monotonic - first rising, then falling withy (the forth line). What's more, increasing household riskraion
now leads to lower levels of investment and interest ratesopposite as would be expected from an increase in theysoppl
investment. In fact, the co-movement of investment andésterates whiler;, changes looks rather like a demand-side effect,
rather than a supply side effect.

The solution to this puzzle may lie with the action of adjustrncosts, which affect households both directly (via. aoine
effect) and indirectly through the expected value of fufiactor prices. This relationship is explored in the nexteddigures.

7.3 How Risk Aversion Interacts with Adjustment Costs

Figured 20 through 23 show the reaction of investment aretest rates plotted against firm risk aversion, for differeriues
of the adjustment cost parametgr. Note that the response of these variables depends stronghe level of adjustment costs,
particularly for beta shocks. In the literature, the valfith@s parameter varies by several orders of magnituderntasés based on
micro-level evidence differ widely from those obtained bygeting macroeconomic aggregates, such as the investoeapital
ratio. However, note that while the slope of these lines eargdjustment costs change, the overall response of themgarmains
contractionary under both shocks. Whether costs are ésbemitrned off (g1 =0.01), or whether they are as large as¢hused
in Basu and Bundick (2012), investment never crosses thdsx-d&he next figure reports the same data, but for varyingléev
of household risk aversion. For technology shocks, theistarg decline in investment as risk aversion increases agaggests
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households are not engaging in precautionary saving.

The next two figures repeat this exercise, but vary the catywparameter on adjustment costs, Recent has emphasized the
role of non-convexities, and even fixed costs, in the adjastrof capital (Cooper & Haltiwanger, 2005, Hall, 2004) . §kuggests
that the quadratic exponent on the popular form of adjustroests used in this model is only a convention. Even adngittirat
adjustment costs are convex, there is of course no a-peasian to believe that the degree of convexity is always g¢quaio. The
figures show that the response of the economy depends heavihe value of parameter, though the shocks remain coranacy
under the vast majority of parametrizations. What's mdre,dlasticity of investment with respect to the risk avergiarameters
varies widely inys, with non-monotonic behavior exhibited in most cases.

7.4 Robustness to Shock Persistence

Varying the persistence of the first moment shocks has m@ightforward effects. Note that while the impact of paesise on the
absolute magnitude of the response is significant, paatilyuih the range near one, the sign of the effect remainglpignchanged;
both second moment shocks consistently deliver a contrgatiith the size of the contraction peaking, unsurpriginghen the
shocks themselves are most persistent. These resultsfdiffethose reported in Yi (2006), who finds a very large intpdshock
persistence on investment and output.

8 Discussion

8.1 Sufficient Criteria for Demand Driven Recessions?

A comparison of this model and those discussed in the lilezatview will show the model is considerably simpler. Imtjgalar,
it lacks any form of nominal rigidities, multiple sectorg, gearch frictions. However, the model delivers a contometiy effect
under both types of uncertainty shocks across a broad rdrgeameter values, including varying levels of firm risk iien and
adjustment costs. In light of the difficulties in generatieglistic co-movement with a demand shock, this begs thstiure what
are sufficient conditions for such a shock to produce réalitsiness cycle behavior? Above, | argued that corpoisitewersion
is the key, but here | wish to make a more subtle point. | sugtpes the following two conditions are all that is necessany
contractionary demand-side shocks:

1. Firms which maximize a discounted stream of expected-déupuofits, rather than myopically maximizing profits in each
period

2. Some kind of concavity in returns to investment

Careful examination of the list of models in Table 1 revehks @all of the models possess these two features. Firms aweurfd
looking, either due to making an investment choice, or beeanominal rigidities force firms to consider future periodsen
adjusting prices. Concavity in returns to investment cae the form of risk aversion, as in my model, or any number gistchent
or search frictions which punish firms for over-investing.

To illustrate this, consider a modified version of the modedlered in this paper, but one in which firms maximize in-pdri
profits only. Since firms are now myopic, the investment degisow entirely falls on the shoulders of households, wheorask
averse and pay adjustment costs. In simple models of cagifastment (such as those exploring Tobin’s Q), this setwgziually
much more common.
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Comparing these models side by side is revealing. The Egleaten defining household consumption is nearly identwéte
previous expression of capital demand for firms. In the newehdirms are no longer forward looking, and instead, myalhicset
the marginal products of labor and capital to their respedtctor prices.
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Figure2% depicts the response of this economy to a secondcemt@reference shock; note that the shock is now expangionar
Without a reduction in firm demand stemming from forward limgkbehavior, the investment market is dominated by houdsho
precautionary behavior; in other words, it's dominated hyeaipansion in supply leading to greater investment, arichately,
increased output.

8.2 The Right Uncertainty Shock

The papers which have considered second moment shockshadubinology and consumer preferences found largely gimila
results; the same can be said in this model, at least as fawastinent and output are concerned. However, from a ecanomi
perspective, uncertainty in total factor productivity amttertainty about consumer demand are certainly distimetepts. This
difference is important because as discussed in the resadt®on, the magnitude of second order shocks are weak ipaason

to their first order counterparts. As a result, second mosiemtks must be greater than their first moment counterppde\eral
orders of magnitude in order to drive observable changdssirtonomy. In this section, I'll argue that agent’s undetyeover to
consumer demand could approach these levels much morélghyathsin agent’s uncertainty over total factor produdiivi

Measuring Economic Uncertainty Various measures of the level of economic uncertainty grerted in the literature. Bloom
(2011) estimates uncertainty in total factor productiviging establishment level firm data and finds that the intartije range

between establishments in a given business is countecal/ltiowever, these vary by no more than 15% over his thirly gample.

In the model above, as parametrized, such shocks would Hg iremufficient to drive recessions of a realistic size.
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Measures of the uncertainty of consumer demand are coasigemcommon. Leduc & Liu attempt to measure this uncettain
with three sources: the percentage of consumers repontirigrecertain future” in the Michigan Survey of Consumersinailar
measure for a survey of firm owners in the UK, and the VIX ind&ke latter is a measure of volatility constructed from stock
market data which is commonly used in the uncertainty litee Again, though, none of these variables are observelitioge by
more than 15 percent over the course of the business cycleh bfithe problem results from the nature of the measuressbkes;
they are indicies constructed to range from O to 100. Suclsurea are not well suited for this quantitative exercisegnethe
absolute level of uncertainty really matters.

While it's difficult to characterize agent’s subjective édwf uncertainty, it is possible to evaluate the informatset used by
agents to make future decisions. He (2014) studies thereliffal delivery of pessimistic news across the UnitedeStaturing
the previous two recessions. By combining information onspaper subscribership with automatic content analysiewipaper
articles, it's possible to estimate the quantity of pessiiminews delivered to each US county by each news sourceteFld plots
the variance of this information as a function of time. Thettmes used to compute this graph are discussed in the papeuf
purposes, it’s sufficient to understand that this variabracterizes the dispersion of news about the economy,pesierce by
readers in a particular US county. This number will be egoaedro if all newspapers sources in a given county reportdhees
number of economically pessimistic articles in a given tpraor if all readers in a county subscribe to the same sodseraging
across the United States, we find that this variable inceslageoughly two orders of magnitude during economic coniwas.
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Figure 15: County level measures of the dispersion of passamews. National average is plotted for past two recessi

On larger geographic scales, the level of news pessimismregards to the economy varies strongly geographically[IBi
depicts this variation, expressed as percentage devittamthe national mean. Imagine that the manager of a largfaweant
franchise receives information from his various subsid&across the country. If each subsidiary reports the geeevel of
pessimistic news circulating in that county, the numberifi@cent opinions heard by this manager would be substaatia would
increase dramatically as the economy begins to contraarefdre, it is quite plausible that uncertainty with regata consumer
demand could vary by several orders of magnitude, as theeabhodel requires.
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Figure 16: Geographic variation in pessimistic news deyiv@2 2008.

8.3 Fixing the Consumption Overshoot

There remains one problem with the model: the consumpti@nstvot experienced initially as interest rates fall andsiebolds
reduce savings. Bloom also finds this effect in both of hisgpsyhe deals with it by simultaneously introducing a firsiawrshock to
technology. If the magnitude of this shock is correctlyloalied, it will cancel out the increase in consumption ariveierealistic
co-movement across all macroeconomic variables. Howgixem that the intention of this literature is to suggest ieraative to
technology shocks, this solution seems sub-optimal.

A more realistic way to deal with the issue would be to introelsearch and matching into the financial section. Condier t
situation on the eve of a recession, it's very likely thatsuomers are reducing consumption and saving more moneyhBuldes
not necessarily have to mean that investment must rise.alityresavings and investment don’t automatically equdtere is the
entire financial industry devoted to matching the two. If elolds wish to save but firms don't wish to borrow, excesgaagan
simply sit around in bank vaults. This is analogous to exaesmtories in good search and matching, and to unemplotiméine
labor market - there’s nothing mysterious about financialkei@ not clearing immediately. Such a model would allowdbheve
effects to operate without the counter-factual overshomobnsumption, and would be an interesting avenue for futor.

9 Conclusion

The DSGE literature has long recognized the difficulty ofeyating realistic business cycle dynamics using shockgdoegate
demand. In contrast to intuition, a sudden reduction in gores demand leads to economic expansion, since resourgels wh
would otherwise be consumed are instead used for investriirg paper proposes a novel mechanism to resolve this: isske
averse behavior on the side of firms. It finds that even in a-barees DSGE framework, risk-averse firms can deliver réalis
business cycle co-movementin response to demand shoggsreed by increased economic uncertainty. These resgjtrestithat
uncertainty, and in particular, firms’ uncertainty with aeds to future consumer demand, plays a significant role sinkss cycle
contraction.
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Tables

(@) @) ® @ 6) ©)
oLS Cnty, Qtr  Cnty, Qtr  Cnty, St*Qtr  Cnty, Qtr Cnty, St*Qtr
Articles per Person  -0.0091° -0.0013*
(0.000) (0.049)

(1st lag) -0.0015 0.0002
(0.150) (0.794)
APP, No local/jobs -0.0042* -0.0021
(0.000) (0.151)
(1stlag) 0.0016 -0.0017
(0.201) (0.286)
No Local/Jobs, Natl -0.0429* -0.0146
(0.001) (0.304)
(1stlag) 0.0025 0.0141
(0.856) (0.348)
Observations 86655 86655 86655 86655 86655 86655
R? 0.889 0.966 0.966 0.970 0.966 0.970
F 1.9e+04  814.6556 814.7534 628.7516 815.0341 628.6528

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for el@naplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums ®),4nd (5); at state-by-quarter level for (4), (6).

4. All specifications include the covariates listed in tahld=or full table with all covariates, see appendix.
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Table 8: Effects of Pessimistic News on Logged Total Emplegim

(1) ) 3) (4) (5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr Cnty, St*Qtr

Articles Per Reader  -0.0019  -0.0000
(0.000) (0.931)

(1stlag) -0.0010~* -0.0003
(0.000) (0.099)
APR, No Local/Jobs -0.0008 -0.0007
(0.036) (0.074)
(1stlag) -0.0001 -0.0004
(0.827) (0.340)
No Local/Jobs, Natl -0.0054** -0.0036*
(0.008) (0.041)
(1stlag) -0.0007 0.0012
(0.617) (0.459)
Observations 86565 86565 86565 86565 86565 86565
R? 0.889 0.966 0.966 0.970 0.966 0.970
F 1.9e+04 813.7174 813.8060 628.0047 814.2308 627.9109

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for ed@nsplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).

4. All specifications include the covariates listed in tahbld-or full table with all covariates, see appendix.
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Table 9: Effects of Pessimistic News on Logged Hiring

1) 2) 3) (4) ®) (6)
OLS Cnty, Qtr Cnty, Qtr  Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr

Articles per Person  0.0168  -0.005%**
(0.000) (0.004)

(1stlag) -0.0583%* -0.0038*
(0.000) (0.025)
APP, No local/jobs -0.0099*  -0.0081*
(0.001) (0.030)
(1stlag) -0.0068* -0.0051
(0.023) (0.174)
No Local/Jobs, Natl -0.0983** -0.0298
(0.004) (0.403)
(1st lag) -0.0458 0.0022
(0.215) (0.952)
Observations 85755 85755 85755 85755 85755 85755
R? 0.642 0.828 0.828 0.849 0.828 0.849
F 4.2e+03 134.7811 134.7913 107.1097 134.8174 107.0764

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).

4. All specifications include the covariates listed in tadbld=or full table with all covariates, see appendix.

5. Hiring refers to new stable hires, defined as total numbemookers who were new hires by the employer in the last quarte are
full-quarter employed in the current quarter.
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Table 10: Effects of Pessimistic News on Logged Hiring

(1) (2) 3) (4) (%) (6)
OoLS Cnty, Qtr Cnty, Qtr  Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr
Articles Per Reader 0.0053 -0.0016**
(0.000) (0.001)
(1stlag) -0.0151** -0.0004
(0.000) (0.438)
APR, No Local/Jobs -0.0028* -0.0028**
(0.001) (0.006)
(1stlag) -0.0010 -0.0003
(0.259) (0.811)
No Local/Jobs, Natl -0.0161** -0.0076*
(0.000) (0.028)
(1stlag) -0.0019 0.0017
(0.587) (0.685)
Observations 85665 85665 85665 85665 85665 85665
R? 0.642 0.828 0.828 0.849 0.828 0.849
F 4.1e+03 134.5771 134.5862 106.9317 134.6335 106.9090

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).
4. All specifications include the covariates listed in tadbld=or full table with all covariates, see appendix.
5. Hiring refers to new stable hires, defined as total numbemookers who were new hires by the employer in the last quarte are
full-quarter employed in the current quarter.
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Table 11: Effects of Pessimistic News on Logged Separations

1) 2) 3) (4) ) (6)
OLS Cnty, Qtr  Cnty, Qtr  Cnty, St*Qtr  Cnty, Qtr Cnty, St*Qtr

Articles per Person  -0.0201*  -0.0005
(0.000) (0.828)

(1stlag) 0.0058° -0.0042
(0.017) (0.059)
APP, No local/jobs -0.0103* 0.0020
(0.003) (0.655)
(1stlag) 0.0014 -0.00971*
(0.708) (0.025)
No Local/Jobs, Natl 0.0995** 0.0062
(0.001) (0.871)
(1stlag) -0.1693** -0.0437
(0.000) (0.298)
Observations 86370 86370 86370 86370 86370 86370
R? 0.604 0.759 0.759 0.799 0.759 0.799
F 3.6e+03 88.7270 88.7311 75.9488 88.7559 75.9443

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).

4. All specifications include the covariates listed in tadbld=or full table with all covariates, see appendix.

5. Separations refers to separations from stable empldymefined as the total number of workers who are employechtoettire
previous quarter at some employer but are not employed &g¢thployer in the current quarter.
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Table 12: Effects of Pessimistic News on Logged Separations

(1) ) ®) (4) ®) (6)
OLS Cnty, Qtr  Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr Cnty, St*Qtr

Articles Per Reader  -0.0043 0.0008
(0.000) (0.195)

(1stlag) 0.0003 -0.0021*
(0.539) (0.001)
APR, No Local/Jobs -0.0015 0.0010
(0.154) (0.421)
(1stlag) -0.0011 -0.0028"
(0.298) (0.011)
No Local/Jobs, Natl 0.0044 -0.0002
(0.281) (0.943)
(1stlag) -0.0120** -0.0027
(0.009) (0.439)
Observations 86280 86280 86280 86280 86280 86280
R? 0.604 0.759 0.759 0.799 0.759 0.799
F 3.6e+03 88.6772 88.6685 75.8730 88.6669 75.8634

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for ed@nsplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).

4. All specifications include the covariates listed in tahbld-or full table with all covariates, see appendix.

5. Separations refers to separations from stable emplaymefined as the total number of workers who are employechoentire
previous quarter at some employer but are not employed &ag¢thployer in the current quarter.

Table 13: Yearly Effects on Log. Tot. Employment During tresPRecession
1) (2) 3) 4
2007 2008 2009 2010
APP, No Local/Jobs, Natl. -0.0885 -0.0900 -0.0143 0.4471
(0.001) (0.236) (0.489) (0.640)

Observations 11584 11584 11584 5791
R? 0.988 0.989 0.988 0.994
F 232.7322 254.4766 221.5136 144.8126

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Standard errors clustered at state-by-county level.
3. Specification identical to columns (4) and (6) in tablesvab
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Table 14: Yearly Effects on Logged Hiring During the Past &sion

1) (2) ) (4)
2007 2008 2009 2010
APP, No Local/Jobs, Natl. -0.2381 -0.3261 -0.0155 3.4339
(0.019) (0.215) (0.791) (0.466)
(1stlag) -0.0051 -0.2989 0.1202* -1.9327
(0.978) (0.027) (0.040) (0.397)
Observations 11566 11569 11564 5774
R? 0.906 0.898 0.883 0.925
F 26.2675 24.0082 20.7785 11.4176

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Standard errors clustered at state-by-county level.
3. Specification identical to columns (4) and (6) in tablesvab

Table 15: Yearly Effects on Logged Separations During thet Racession

1) (2) 3) (4)
2007 2008 2009 2010
APP, No Local/Jobs, Natl. 0.0556 -0.0744 -0.1600 -2.2953
(0.666) (0.836) (0.020) (0.677)
(1stlag) 0.1015 -0.3283 -0.0838 0.6723
(0.529) (0.109) (0.373) (0.819)
Observations 11575 11574 11573 5784
R? 0.845 0.858 0.827 0.902
F 15.0008 16.5641 13.1132 8.5649

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Standard errors clustered at state-by-county level.
3. Specification identical to columns (4) and (6) in tablesvab
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Table[16: Impact of News by NAICS Sector

1) (2) (3) (4) (5)
Sector Coeff. 1/Coeff. p News-Worth
Accommodation and food -68.77 -0.01 0.220 1.33
services
Administrative and waste -62.2%** 1.00 0.010 0.03
management services
Construction -40.61* -0.02 0.070 0.27
Retail trade -33.84*** -0.03 0.000 0.44
Transportation and -30.68*** -0.03 0.000 1.41
warehousing
Real estate and rental and ~ -24.55*** -0.04 0.010 4.77
leasing
Mining -21.49* -0.05 0.050 4.48
Finance and insurance -13.36* -0.07 0.080 8.64
Educational services -8.4 -0.12 0.660 20.64
Information -5.6 -0.18 0.510 1.60
Wholesale trade -3.92 -0.25 0.590 0.04
Agriculture, forestry, 2.04 0.49 0.870 1.95
fishing, and hunting
Utilities 4.93 0.20 0.220 127.35
Manufacturing 24.29 0.04 0.340 0.36
Management of companies 25.77 0.04 0.170 0.00
and enterprises
Professional, scientific, and 25.96 0.04 0.400 1.13
technical services
Health care and social 30.44 0.03 0.110 6.27
assistance
Arts, entertainment, and 31.26 0.03 0.180 4,78
recreation

1. Specification identical to columns (4) and (6) in Tab® Dependent
variable is log of total employment
2. All coefficients scaled by 10,000 for readability.

Table 16: This table displays the effects of news disagdeeday industry, as well as an independent measure of newtsiwess.
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Table 17: Articles Per Person, Single Source Counties

1) (2) (3) (4) ©) (6)
Tot. Emp. Hires Seps. Tot. Emp. Hires Seps.
APP, No Local/Jobs -0.0020 -0.0056 0.0016
(0.253) (0.235) (0.830)
(1stlag) -0.0047 -0.0158** -0.0114
(0.015) (0.001) (0.078)
APP, No Local/Jobs, Natl. -0.0243  -0.1015 0.1435
(0.237) (0.064) (0.051)
(1st lag) -0.0508* -0.0851 -0.2560*
(0.030) (0.177) (0.001)
Observations 30749 30415 30650 30749 30415 30650
R? 0.967 0.832 0.816 0.967 0.832 0.816
F 704.7075 118.0309 51.3981 704.8111 117.9940 51.4204

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Specification identical to columns (4) and (6) in Table 6.
3. Single source counties are defined as counties in whigast 85 percent of all subscriptions are to the same newspape

Table 18: Articles Per Reader, Single Source Counties

@) 2) (3) 4) 5) (6)
Tot. Emp. Hires Seps. Tot. Emp. Hires Seps.
APR, No Local/Jobs -0.0003  -0.0024 0.0009
(0.569) (0.041) (0.620)
(1stlag) -0.0013* -0.0023 -0.0034
(0.007) (0.059) (0.066)
APR, No Local/Jobs, Natl. 0.0009 -0.0127  0.0090
(0.655) (0.109) (0.124)
(1stlag) -0.0037 -0.0014  -0.0107
(0.313) (0.822)  (0.149)
Observations 30659 30325 30560 30659 30325 30560
R? 0.967 0.832 0.816 0.967 0.832 0.816
F 702.6174 117.5406 51.2664 702.1828 117.4716 51.2578

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Specification identical to columns (4) and (6) in Table 6.
3. Single source counties are defined as counties in whigast 85 percent of all subscriptions are to the same newspape
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Table 19: Articles Per Person, Excluding Urban Areas

1) (2) (3) (4) (5) (6)
Tot. Emp. Hires Seps. Tot. Emp. Hires Seps.
APP, No Local/Jobs -0.0027 -0.0It2 0.0008
(0.188) (0.030) (0.901)
(1stlag) -0.0015 -0.0077  -0.0102
(0.480) (0.133) (0.075)
APP, No Local/Jobs, Natl. -0.0221  -0.0321 -0.0200
(0.176) (0.454) (0.639)
(1stlag) 0.0257 -0.0038 -0.0183
(0.139) (0.932) (0.706)
Observations 81176 80276 80891 81176 80276 80891
R? 0.967 0.833 0.782 0.967 0.833 0.782
F 547.1458 92.5749 66.8497 547.0950 92.5354 66.8446

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Specification identical to columns (4) and (6) in Table 6.
3. Urban areas are defined as counties with popluation gegreititer than 500 persons per sg. mile.

Table 20: Articles Per Reader, Excluding Urban Areas

) 2) 3) 4 ®) (6)
Tot. Emp. Hires Seps. Tot. Emp. Hires Seps.
APR, No Local/Jobs -0.0008 -0.003%¥**  0.0009
(0.098) (0.007) (0.538)
(1stlag) -0.0004 -0.0003  -0.0027
(0.475) (0.840) (0.029)
APR, No Local/Jobs, Natl. -0.0038* -0.0076* -0.0011
(0.034) (0.034) (0.761)
(1stlag) 0.0014 0.0011  -0.0018
(0.404) (0.795) (0.617)
Observations 81086 80186 80801 81086 80186 80801
R? 0.967 0.833 0.782 0.967 0.833 0.782
F 546.4049  92.3928 66.7716  546.3550 92.3726 66.7639

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Specification identical to columns (4) and (6) in Table 6.
3. Urban areas are defined as counties with popluation glegrsiiter than 500 persons per sq. mile.
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Part IV
Figures

Economic Response to First Moment Technology Shock

z z ¥ k x10°
2006 1 o0 0 o
0.008
05, o0z 0.005 05,
o0t
oon
2012 o o0t 1
oot
00m
0s 001 15
00 oot
2 4 0
ER') ERT ERT ER') ER)
i c . w I
o0t on o oot o
2015 “aon 0005
a0r2 ‘o005
20| 2012 0
2025 2013 0005 20 201
003 0o o0
o0t oo
2035 oot oot
0 . o
ER) ERT ER) ER ER
Economic Response to Second Moment Technology Shock
z v x10° ¥ x10® Kk x10°
oot 0s 0 0 1
sone 04 05 1 o
03 1 2| 1
0
02 s 3 2
0.008 o1 2 4 3
2 4
ER') TR ER) ER') TR
0 0 10° 0 x10° pr
3 1 s 3 1
0 10 3 1 °
1
2| 5 2 0
2
4 o 1 1 s
4
ER) ER ER) TR TR

Figure 17: Impulse Response Functions for Technology Shiocthe Baseline Model.
"Pr" denotes in-period profits. All deviations expressegagentage deviation from the ergodic mean.

Economic Response to First Moment Preference Shock
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Figure 18: Impulse Response Functions for Consumer Prefer8hocks in the Baseline Model - All deviations expressed a
percentage deviation from the ergodic mean. Note that ttialiresponse of consumption is anticyclical due to sasibghavior.
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particularly for second moment technology shocks.
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Figure 22: Differential responses of investment and irster&tes while varying firm risk aversio§{gmay), for a second moment
consumer preference shock (top), a second moment techyshogk (bottom).

60



Investment Interest Rates

Response of i While Sigma, Changes -3 Response of r While Sigma, Changes

x 10
-0.004 1
-0.006
0008 05
-0.01
-0.012 —g2=01 0 — g2=01
—g2=05 — g2=05
— -0.014 — g2=1 - — g2=1
——g2=15 > — g5
0016 g2=2 05 g2=2
0.018
-0.02 B
0022
0024 . L | 15 L L )
05 1 15 2 05 1 15 2
Sigma,, Sigma,,

-+ Response of i While Sigma, Changes -+ Response of r While Sigma, Changes

x10 x10
2 0.5
B
0 ——
0
2 /
0.5
4 —— g2=01 — 2201
—g2=05 — g2=05
- & — g2=1 - A1 — g2=1
—— g2=15 ——g2=15
8 g2=2 g2=2
15
-10
2
-12
14 . 2.5 . d
0.5 1 15 2 0.5 1 15 2
Sigma,, Sigma,,

Figure 23: Differential responses of investment and irgierates while varying household risk aversidfigmay,), for a second
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for many values of gamma.
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10 Appendix

A - Quotes related to Buffet's Hypothesis (See Introductioip

“The principal cause of the economic slowdown was the celtayf the global credit boom and the ensuing financial
crisis, which has affected asset values, credit conditiamdconsumer and business confideaceund the world. The
immediate trigger of the crisis was the end of housing boantisé United States and other countries and the associated
problems in mortgage markets, notably the collapse of tise &lbprime mortgage market.”

- Ben Bernake, Semiannual Monetary Report to Congress

“Right now, our economy is trapped inacious cycle the turmoil on Wall Street means a new round of belt-
tightening for families and businesses on Main Streetesédhextraordinary stresses on our financial system require
extraordinary policy responses.”

- Barack Obama, Speech (2009)

Graeme Leach, Chief Economist at loD said: “Business iehattyy down the hatches in the expectation that the
recession will continue for the rest of the year. “That is bad's for the economy at large, because decisions to invest
money or take on more staff are being postponed until thingk lp. He commented that the combination of low
economic confidence and delayed business decisions cieategious cyclé.

- Miranda Dobson, Business Daily

“While you can't talk a strong economy into a weak onggaybe we're making things worse by focusing on the
negative newsYou can't escape the R-word these days. The question ofhwwh#te U.S. is in a recession - or in the
process of sliding into one - dominates economic analysidiaancial reporting, as well as conversations at work and
around the kitchen table.”

- Chris Farrell, Bloomberg Business Week

B - Regression of Jobs on Newspaper Penetration

As explained in the identification section, employment ar®PAmay be correlated if employment is correlated with newspa
penetration. We might expect, for example, that more pesyibscribe to newspapers when times are good. The abovesenre
estimates the effects of employment on newspaper pertratntrolling for a number of observables and using coantystate-
by-quarter fixed effects.
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Table 21: Effects of Employment on Newspaper Penetration
1)
Cnty, St*Qtr
Total Employment Per Person 0.019867

(0.000)
Pct. Hispanic -0.33889*
(0.000)
Pct. White -0.73187*
(0.000)
Pct. Black -0.99587*
(0.000)
Pct. Asian -1.76930*
(0.000)
Population -0.00000*
(0.000)
Pop. Density (Persons/Sq. Mi)  -0.00008
(0.000)
Pct. Some HS -0.00004
(0.997)
Pct. Comp. HS 0.06264*
(0.000)
Pct. Some College 0.0983t
(0.000)
Pct. Comp. College -0.0584%
(0.000)
Med. HH Income (Thousands)  -0.00027
(0.027)
Observations 86655
R? 0.982
F 1.1e+03

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
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C - Full Tables with All Covariates

The tables below display the full versions of regression&RP and APR on various measures of employment (ta¥?¢krough
[12). These show point estimates for the demographic cararad the interactions between sectoral composition anohahGDP,
in addition to the estimates for the effects of news whichrckided in the smaller version. For a detailed explanatiomhy these
covariates were chosen, please see the identificatiomsecti

Table 22: Effects of Pessimistic News on Total Employment

1) (2) 3) (4) (5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr Cnty, Qtr Cnty, St*Qtr

Articles per Person -0.0091% -0.00127*

(0.000) (0.049)
(1st lag) -0.00146 0.00019

(0.150) (0.794)
APP, No local/jobs -0.00417** -0.00207

(0.000) (0.151)
(1st lag) 0.00163 -0.00166
(0.201) (0.286)
No Local/Jobs, Natl -0.04291** -0.01465
(0.001) (0.304)
(1stlag) 0.00252 0.01410
(0.856) (0.348)

Pct. Hispanic 0.007x7  0.36753* 0.36799* 0.28325** 0.36928* 0.28247**

(0.092) (0.022) (0.022) (0.000) (0.021) (0.000)
Pct. White -0.04812* -1.28971** -1.28754**  0.59422* -1.26441**  0.58813*

(0.000) (0.005) (0.005) (0.024) (0.006) (0.026)
Pct. Black -0.07702* -1.71781** -1.71706** -0.09732 -1.69267* -0.10600

(0.000) (0.001) (0.001) (0.724) (0.001) (0.701)
Pct. Asian 0.13754* -2.08591** -2.06294** 1.14163** -2.01674** 1.06410**

(0.000) (0.001) (0.001) (0.001) (0.001) (0.002)
Population 0.00006* -0.00000** -0.00000** -0.00000** -0.00000** -0.00000**

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Pop. Density (Persons/Sg. Mi) -0.00001  -0.00001 -0.00001 0.00001 -0.00000 0.00000

(0.000) (0.761) (0.776) (0.548) (0.889) (0.850)
Pct. Some HS -0.07415 0.07148 0.07163 0.03281 0.07474 0.03201

(0.000) (0.429) (0.428) (0.282) (0.408) (0.294)
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Pct. Comp. HS

Pct. Some College

Pct. Comp. College

Med. HH Income (Thousands)

Newspaper Penetration

Sec*GDP NAICS11

Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

Sec*GDP NAICS44

Sec*GDP NAICS48

Sec*GDP NAICS49

Sec*GDP NAICS51

Sec*GDP NAICS52

Sec*GDP NAICS53

Sec*GDP NAICS54

-0.17998"
(0.000)

-0.05414
(0.000)

0.18298
(0.000)

-0.00135
(0.000)

0.10038
(0.000)

0.00002*
(0.000)

0.00001*
(0.000)

0.00004*
(0.000)

0.00004*
(0.000)

0.00005*
(0.000)

0.00026*
(0.000)

0.00003*
(0.000)

-0.00005*
(0.000)

-0.00015*
(0.000)

-0.00006*
(0.000)

-0.00027*
(0.000)

-0.00011*

0.00196
(0.974)

0.05776
(0.511)

0.08439
(0.333)

0.00714**
(0.000)

0.03193
(0.226)

0.00001
(0.909)

0.00061**
(0.000)

-0.00026
(0.090)

0.00024
(0.116)

0.00033*
(0.036)

-0.00001
(0.976)

0.00026*
(0.029)

0.00028
(0.548)

-0.00116**
(0.000)

-0.00017
(0.473)

-0.00060
(0.181)

0.00023**

0.00193
(0.974)

0.05762
(0.512)

0.08445
(0.333)

0.00714**
(0.000)

0.03154
(0.232)

0.00001
(0.916)

0.00061**
(0.000)

-0.00026
(0.091)

0.00024
(0.116)

0.00033*
(0.037)

-0.00001
(0.978)

0.00026*
(0.030)

0.00028
(0.547)

-0.00116**
(0.000)

-0.00018
(0.467)

-0.00060
(0.186)

0.00024**

0.04906  0.00201  0.04969
(0.033) (0.973) (0.031)
0.01206 0.05455 0.01243
(0.686) (0.534) (0.678)

0.06948  0.08495 0.07006
(0.054) (0.328) (0.052)
0.00560**  0.00710**  0.00560**
(0.000) (0.000) (0.000)
0.05185  0.02835  0.05145*
(0.000) (0.286) (0.000)
0.00005 0.00001 0.00005
(0.525) (0.899) (0.520)

0.00062**  0.00061**  0.00062**
(0.000) (0.000) (0.000)

-0.00030**  -0.00026  -0.00030**
(0.000) (0.092) (0.000)

0.0008F  0.00024  0.0003%*
(0.000) (0.129) (0.000)

0.00008  0.00033  0.00009
(0.207) (0.037) (0.184)
0.00008 -0.00001 0.00008
(0.462) (0.983) (0.476)

0.00027**  0.00026*  0.00027**
(0.000) (0.028) (0.000)

0.00038  0.00029  0.00038*
(0.008) (0.543) (0.007)
-0.00105**  -0.00116** -0.00104**
(0.000) (0.000) (0.000)
-0.00045  -0.00017  -0.00045*
(0.000) (0.477) (0.000)
-0.00027 -0.00058 -0.00027
(0.374) (0.193) (0.378)
0.00027  0.00023**  0.00027
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(0.000) (0.001) (0.001) (0.070) (0.001) (0.068)
Sec*GDP NAICS55 -0.00015* -0.00055*  -0.00055* -0.00029* -0.00056* -0.00029*
(0.000) (0.023) (0.024) (0.013) (0.023) (0.011)
Sec*GDP NAICS56 -0.00007* -0.00016 -0.00016 -0.00005 -0.00016 -0.00005
(0.000) (0.321) (0.319) (0.398) (0.336) (0.428)
Sec*GDP NAICS61 0.00002* 0.00001 0.00001 -0.00004 0.00001 -0.00004
(0.000) (0.848) (0.854) (0.249) (0.839) (0.265)
Sec*GDP NAICS62 0.00000 0.00005 0.00005 0.00009 0.00006 0.00009*
(0.039) (0.475) (0.480) (0.005) (0.418) (0.005)
Sec*GDP NAICS71 -0.00006* -0.00007 -0.00007 -0.00009  -0.00007 -0.00009
(0.000) (0.565) (0.565) (0.067) (0.541) (0.070)
Sec*GDP NAICS72 -0.00008* -0.00025** -0.00025** -0.00022** -0.00024** -0.0002Z**
(0.000) (0.006) (0.006) (0.000) (0.009) (0.000)
Sec*GDP NAICSS81 0.00010* -0.00051 -0.00050 0.00009 -0.00051 0.00009
(0.000) (0.138) (0.140) (0.537) (0.137) (0.531)
Sec*GDP NAICS92 -0.00002* -0.00016 -0.00016 -0.00011** -0.00016 -0.00011**
(0.000) (0.071) (0.071) (0.002) (0.078) (0.002)
Sec*GDP NAICS99 0.00001* -0.00028** -0.00029** -0.00025** -0.00029** -0.00025**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Observations 86655 86655 86655 86655 86655 86655
R? 0.889 0.966 0.966 0.970 0.966 0.970
F 1.9e+04 8.1e+02 8.1e+02 6.3e+02 8.2e+02 6.3e+02
1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),4nd (5); at state-by-quarter level for (4), (6).
Table 23: Effects of Pessimistic News on Total Employment
1) 2 3 4 5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr ~ Cnty, Qtr  Cnty, St*Qtr
Articles Per Reader -0.00188 -0.00002
(0.000) (0.931)
(1st lag) -0.00099*  -0.0003F
(0.000) (0.099)
APR, No Local/Jobs -0.00076* -0.00074
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(1stlag)

No Local/Jobs, Natl

(1stlag)

Pct. Hispanic

Pct. White

Pct. Black

Pct. Asian

Population

Pop. Density (Persons/Sqg. Mi)

Pct. Some HS

Pct. Comp. HS

Pct. Some College

Pct. Comp. College

Med. HH Income (Thousands)

Newspaper Penetration

Sec*GDP NAICS11

0.008T1
(0.056)

-0.04908*
(0.000)

-0.07723*
(0.000)

0.13668*
(0.000)

0.00000*
(0.000)

-0.00001
(0.000)

-0.0810%"
(0.000)

-0.17606*
(0.000)

-0.05148
(0.000)

0.17648
(0.000)

-0.00133
(0.000)

0.08351
(0.000)

0.00002*

0.36861*
(0.022)

-1.29668**
(0.004)

-1.71899**
(0.001)

-2.13598"**
(0.001)

-0.00000**
(0.000)

-0.00001
(0.773)

0.07699
(0.397)

0.00127
(0.983)

0.05876
(0.505)

0.08767
(0.316)

0.00715**
(0.000)

0.03237
(0.220)

0.00001

(0.036)

-0.00008
(0.827)

0.36903*
(0.022)

-1.29744*
(0.004)

-1.72343*
(0.001)

-2.11563**
(0.001)

-0.00000**
(0.000)

-0.00001
(0.803)

0.07718
(0.396)

0.00191
(0.975)

0.05851
(0.507)

0.08753
(0.317)

0.00714**
(0.000)

0.03266
(0.216)

0.00001

(0.074)

-0.00044
(0.340)

0.27728**
(0.001)

0.58991*
(0.025)

-0.09156
(0.740)

1.08684"*
(0.002)

-0.00000**
(0.000)

0.00001
(0.515)

0.04002
(0.197)

0.05028
(0.031)

0.01375
(0.647)

0.0726%
(0.044)

0.00561**
(0.000)

0.05258
(0.000)

0.00005

-0.00537**
(0.008)

-0.00067
(0.617)

0.36911*
(0.021)

-1.27599**
(0.005)

-1.69029*
(0.001)

-2.11005**
(0.001)

-0.00000**
(0.000)

-0.00001
(0.810)

0.07787
(0.392)

0.00052
(0.993)

0.05750
(0.513)

0.08619
(0.323)

0.00712**
(0.000)

0.03293
(0.213)

0.00001

-0.00360*
(0.041)

0.00119
(0.459)

0.28559**
(0.000)

0.58851*
(0.026)

-0.09082
(0.742)

1.04840**
(0.002)

-0.00000**
(0.000)

0.00000
(0.698)

0.03894
(0.209)

0.04942
(0.033)

0.01340
(0.655)

0.0738t
(0.041)

0.00561**
(0.000)

0.05087*
(0.000)

0.00005
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Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

Sec*GDP NAICS44

Sec*GDP NAICS48

Sec*GDP NAICS49

Sec*GDP NAICS51

Sec*GDP NAICS52

Sec*GDP NAICS53

Sec*GDP NAICS54

Sec*GDP NAICS55

Sec*GDP NAICS56

Sec*GDP NAICS61

Sec*GDP NAICS62

Sec*GDP NAICS71

(0.000)

0.00001*
(0.000)

0.00002*
(0.000)

0.00002*
(0.000)

0.00005*
(0.000)

0.00026*
(0.000)

0.00003*
(0.000)

-0.00005*
(0.000)

-0.00025*
(0.000)

-0.00006*
(0.000)

-0.00028*
(0.000)

-0.00021*
(0.000)

-0.00025*
(0.000)

-0.00007*
(0.000)

0.00002*
(0.000)

0.00001*
(0.005)

-0.00006*

(0.906)

0.00061**
(0.000)

-0.00026
(0.091)

0.00025
(0.113)

0.00033*
(0.037)

-0.00001
(0.967)

0.00026*
(0.028)

0.00028
(0.548)

-0.00116**
(0.000)

-0.00017
(0.473)

-0.00061
(0.177)

0.00024**
(0.001)

-0.00055*
(0.024)

-0.00016
(0.328)

0.00001
(0.834)

0.00005
(0.461)

-0.00006

(0.914)

0.00061**
(0.000)

-0.00026
(0.091)

0.00025
(0.113)

0.00033*
(0.039)

-0.00001
(0.969)

0.00026*
(0.028)

0.00028
(0.548)

-0.00116**
(0.000)

-0.00018
(0.465)

-0.00060
(0.182)

0.00024**
(0.001)

-0.00055*
(0.025)

-0.00016
(0.326)

0.00001
(0.840)

0.00005
(0.466)

-0.00007

(0.522) (0.900) (0.519)
0.00062**  0.00061**  0.00063**
(0.000) (0.000) (0.000)
-0.00030**  -0.00026  -0.00030**
(0.000) (0.088) (0.000)
0.0008%  0.00024  0.0003T*
(0.000) (0.116) (0.000)
0.00008  0.00032  0.00008
(0.230) (0.040) (0.219)
0.00008 -0.00000 0.00008
(0.477) (0.991) (0.472)
0.00027**  0.00026*  0.00027**
(0.000) (0.028) (0.000)
0.00038  0.00028  0.00038*
(0.008) (0.546) (0.008)
-0.00104**  -0.00116** -0.00104**
(0.000) (0.000) (0.000)
-0.00045  -0.00017  -0.00045*
(0.000) (0.469) (0.000)
-0.00027 -0.00060 -0.00027
(0.375) (0.179) (0.367)
0.00027  0.00024**  0.00027
(0.069) (0.001) (0.068)
-0.00028*  -0.00058*  -0.00029*
(0.014) (0.024) (0.012)
-0.00005 -0.00016 -0.00005
(0.429) (0.343) (0.456)
-0.00004 0.00002 -0.00003
(0.267) (0.819) (0.287)
0.00009  0.00005  0.00009*
(0.004) (0.437) (0.004)
-0.00009  -0.00007  -0.00009
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(0.000) (0.569) (0.562) (0.065) (0.544) (0.066)
Sec*GDP NAICS72 -0.00008* -0.00025** -0.00025** -0.00022** -0.00024** -0.00021**
(0.000) (0.006) (0.006) (0.000) (0.007) (0.000)
Sec*GDP NAICSS81 0.00010* -0.00051 -0.00051 0.00008 -0.00051 0.00008
(0.000) (0.134) (0.135) (0.558) (0.135) (0.544)
Sec*GDP NAICS92 -0.00002* -0.00016 -0.00016 -0.0001r**  -0.00015 -0.00011**
(0.000) (0.075) (0.074) (0.002) (0.079) (0.002)
Sec*GDP NAICS99 0.00001* -0.00028** -0.00028** -0.00025** -0.00028** -0.00025**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Observations 86565 86565 86565 86565 86565 86565
R? 0.889 0.966 0.966 0.970 0.966 0.970
F 1.9e+04 8.1e+02 8.1e+02 6.3e+02 8.1e+02 6.3e+02
1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).
Table 24: Effects of Pessimistic News on Hiring
1) 2 3 4 5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr
Articles per Person 0.01678 -0.00505**
(0.000) (0.004)
(1st lag) -0.05832*  -0.00380*
(0.000) (0.025)
APP, No local/jobs -0.00992**  -0.00811*
(0.001) (0.030)
(1st lag) -0.00676*  -0.00507
(0.023) (0.174)
No Local/Jobs, Natl -0.09832** -0.02980
(0.004) (0.403)
(1st lag) -0.04585 0.00223
(0.215) (0.952)
Pct. Hispanic 0.20508* 0.65581* 0.65648* 0.38527* 0.65850* 0.390086*
(0.000) (0.025) (0.025) (0.043) (0.024) (0.041)
Pct. White -0.26905* -2.40989** -2.40768** 0.96477 -2.35172* 0.94616
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Pct. Black

Pct. Asian

Population

Pop. Density (Persons/Sqg. Mi)

Pct. Some HS

Pct. Comp. HS

Pct. Some College

Pct. Comp. College

Med. HH Income (Thousands)

Newspaper Penetration

Sec*GDP NAICS11

Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

Sec*GDP NAICS44

(0.000)

-0.22035*

(0.000)

-0.09447
(0.016)

0.00000*
(0.000)

-0.00001

(0.000)

0.33231
(0.000)

-0.49159*
(0.000)

0.2259
(0.000)

0.60896
(0.000)

-0.00019

(0.355)

0.03744
(0.000)

0.00003*
(0.000)

0.00012*
(0.000)

-0.00004*
(0.000)

0.00020*
(0.000)

0.00001
(0.401)

0.00042*

(0.003)

-2.53664**
(0.004)

-6.74724*
(0.000)

-0.00000**
(0.001)

0.00007
(0.066)

-0.08361
(0.549)

-0.17535
(0.110)

0.00333
(0.981)

-0.18766
(0.194)

0.01588
(0.000)

0.07154
(0.132)

-0.00011
(0.499)

0.00142**
(0.000)

0.00099**
(0.001)

0.00050
(0.056)

0.00053
(0.053)

-0.00029

(0.003)

-2.54283**
(0.004)

-6.68838"**
(0.000)

-0.00000**
(0.001)

0.00007
(0.069)

-0.08234
(0.555)

-0.17509
(0.110)

0.00377
(0.978)

-0.18785
(0.193)

0.01588**
(0.000)

0.06956
(0.142)

-0.00011
(0.497)

0.00143**
(0.000)

0.00099**
(0.001)

0.00049
(0.056)

0.00052
(0.057)

-0.00029

(0.183)

0.38781
(0.602)

0.61250
(0.496)

-0.00000**
(0.000)

0.00009**
(0.008)

-0.05301
(0.454)

-0.15000
(0.018)

-0.08966
(0.237)

-0.17161
(0.067)

0.01060**
(0.000)

0.03326
(0.321)

-0.00004
(0.789)

0.00142**
(0.000)

0.00080**
(0.000)

0.00051**
(0.007)

0.00013
(0.450)

-0.00004

(0.004)

-2.47452*
(0.005)

-6.72971
(0.000)

-0.00000**
(0.001)

0.00007
(0.091)

-0.07129

(0.610)

-0.17520
(0.111)

-0.00558
(0.968)

-0.18649
(0.198)

0.01575**
(0.000)

0.05930
(0.218)

-0.00010
(0.538)

0.00144**
(0.000)

0.00100**
(0.001)

0.00047
(0.071)

0.00053
(0.052)

-0.00029

(0.191)

0.36053
(0.628)

0.40570
(0.654)

-0.00000**

(0.000)

0.00007*
(0.027)

-0.05410
(0.445)

-0.14789
(0.020)

-0.09082
(0.231)

-0.16886
(0.071)

0.01060**

(0.000)

0.02919
(0.385)

-0.00003
(0.805)

0.00142**

(0.000)

0.00079**

(0.000)

0.00051**

(0.008)

0.00015
(0.407)

-0.00004
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(0.000) (0.513) (0.512) (0.896) (0.508) (0.873)
Sec*GDP NAICS48 0.00016*  0.00028 0.00028 0.00025 0.00029 0.00025
(0.000) (0.177) (0.183) (0.106) (0.175) (0.107)
Sec*GDP NAICS49 -0.00002 0.00023 0.00023 0.00045 0.00025 .00086
(0.192) (0.772) (0.768) (0.149) (0.756) (0.143)
Sec*GDP NAICS51 -0.00007* -0.00124** -0.00123** -0.00092** -0.00117** -0.00087**
(0.000) (0.001) (0.001) (0.001) (0.001) (0.002)
Sec*GDP NAICS52 -0.000%t*  -0.00011  -0.00012  -0.00053  -0.00009  -0.00052
(0.000) (0.749) (0.737) (0.032) (0.789) (0.035)
Sec*GDP NAICS53 0.00014* -0.00165* -0.00163*  -0.0015F  -0.00156*  -0.0015%
(0.000) (0.043) (0.046) (0.094) (0.050) (0.094)
Sec*GDP NAICS54 -0.00007*  -0.00007  -0.00007 0.00002 -0.00006 0.00002
(0.000) (0.510) (0.511) (0.856) (0.537) (0.824)
Sec*GDP NAICS55 -0.00005*  -0.00036  -0.00036 0.00032 -0.00040 0.00030
(0.001) (0.291) (0.290) (0.216) (0.253) (0.251)
Sec*GDP NAICS56 0.00002*  -0.00012  -0.00013 -0.00005 -0.00011 -0.00004
(0.003) (0.453) (0.444) (0.700) (0.511) (0.756)
Sec*GDP NAICS61 0.00002*  0.00017 0.00017 0.00013 0.00018 0.00013
(0.000) (0.196) (0.199) (0.254) (0.184) (0.238)
Sec*GDP NAICS62 0.00004*  -0.00004  -0.00004 -0.00002 -0.00002 -0.00002
(0.000) (0.726) (0.735) (0.826) (0.866) (0.844)
Sec*GDP NAICS71 -0.00001  -0.00013  -0.00012 -0.00013 @G0  -0.00013
(0.325) (0.413) (0.417) (0.369) (0.399) (0.370)
Sec*GDP NAICS72 -0.00003* -0.00075** -0.00075** -0.00056** -0.00071** -0.00055**
(0.000) (0.006) (0.006) (0.002) (0.009) (0.002)
Sec*GDP NAICS81 0.00003 -0.00196** -0.00196**  -0.00015  -0.00197*  -0.00015
(0.058) (0.005) (0.005) (0.659) (0.004) (0.664)
Sec*GDP NAICS92 -0.00004*  -0.00016  -0.00016 -0.00000  -0.00015 -0.00000
(0.000) (0.300) (0.303) (0.999) (0.341) (0.988)
Sec*GDP NAICS99 -0.00002* -0.00038** -0.00038** -0.00033** -0.00038** -0.00033**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Observations 85755 85755 85755 85755 85755 85755
R? 0.642 0.828 0.828 0.849 0.828 0.849

76



F 4.2e+03 1.3e+02 1.3e+02 1.1e+02 1.3e+02 1.1e+02
1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Column names denote fixed effects specification, for el@nsplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),4nd (5); at state-by-quarter level for (4), (6).
4. Hiring refers to new stable hires, defined as total numbemokers who were new hires by the employer in the last quare are
full-quarter employed in the current quarter.
Table 25: Effects of Pessimistic News on Hiring
1) (2) 3) (4) (5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr
Articles Per Reader 0.0053% -0.00163**
(0.000) (0.001)
(1st lag) -0.01507*  -0.00035
(0.000) (0.438)
APR, No Local/Jobs -0.00282** -0.00278**
(0.001) (0.006)
(1st lag) -0.00101 -0.00029
(0.259) (0.811)
No Local/Jobs, Natl -0.01614** -0.00762*
(0.000) (0.028)
(1st lag) -0.00187 0.00167
(0.587) (0.685)
Pct. Hispanic 0.20590* 0.66309* 0.66010* 0.36587 0.65613* 0.38823*
(0.000) (0.024) (0.024) (0.054) (0.025) (0.042)
Pct. White -0.26989* -2.46100** -2.46407** 0.94272 -2.40450* 0.93694
(0.000) (0.002) (0.002) (0.193) (0.003) (0.196)
Pct. Black -0.21930* -2.57792** -2.59465** 0.39573 -2.49018* 0.39527
(0.000) (0.003) (0.003) (0.595) (0.005) (0.595)
Pct. Asian -0.0971F -7.03732** -7.00522** 0.37913 -7.07648* 0.27336
(0.013) (0.000) (0.000) (0.674) (0.000) (0.762)
Population 0.00000* -0.00000** -0.00000** -0.00000** -0.00000** -0.00000**
(0.001) (0.001) (0.001) (0.000) (0.001) (0.000)
Pop. Density (Persons/Sg. Mi) -0.00601 0.00006 0.00006 0.00008 0.00006 0.00007
(0.000) (0.123) (0.117) (0.013) (0.198) (0.025)
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Pct. Some HS

Pct. Comp. HS

Pct. Some College

Pct. Comp. College

Med. HH Income (Thousands)

Newspaper Penetration

Sec*GDP NAICS11

Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

Sec*GDP NAICS44

Sec*GDP NAICS48

Sec*GDP NAICS49

Sec*GDP NAICS51

Sec*GDP NAICS52

Sec*GDP NAICS53

0.30455°
(0.000)

-0.48205"
(0.000)

0.23133
(0.000)

0.57208
(0.000)

-0.00024
(0.235)

-0.02268
(0.001)

0.00003*
(0.000)

0.00013*
(0.000)

-0.00005*
(0.000)

0.00020*
(0.000)

0.00001
(0.340)

0.00042*
(0.000)

0.00015*
(0.000)

-0.00002
(0.199)

-0.00008"
(0.000)

-0.00021*
(0.000)

0.00012*

-0.07670
(0.584)

-0.17589
(0.108)

0.00527
(0.970)

-0.18196
(0.208)

0.01588
(0.000)

0.07828
(0.102)

-0.00011
(0.505)

0.00143**
(0.000)

0.00098**
(0.001)

0.00051
(0.051)

0.00053
(0.051)

-0.00028
(0.519)

0.00028
(0.178)

0.00024
(0.767)

-0.00118**
(0.001)

-0.00010
(0.764)

-0.00163*

-0.07485
(0.593)

-0.17366
(0.112)

0.00559
(0.968)

-0.18219
(0.208)

0.01588**
(0.000)

0.07812
(0.103)

-0.00011
(0.505)

0.00143**
(0.000)

0.00099**
(0.001)

0.00050
(0.052)

0.00052
(0.055)

-0.00029
(0.514)

0.00028
(0.184)

0.00024

(0.763)

-0.00117**
(0.001)

-0.00011
(0.754)

-0.00161*

-0.03585
(0.614)

-0.14811
(0.020)

-0.08544
(0.262)

-0.16026
(0.086)

0.01061**
(0.000)

0.03518
(0.292)

-0.00004
(0.789)

0.00142**
(0.000)

0.00079**
(0.000)

0.00052**
(0.006)

0.00014
(0.425)

-0.00003
(0.906)

0.00025
(0.103)

0.00046

(0.149)

-0.00088**
(0.001)

-0.00052
(0.034)

-0.00152

-0.07195 -0.03818
(0.609) (0.591)
-0.17931  -0.14959
(0.104) (0.019)
0.00457 -0.08594
(0.974) (0.258)
-0.18529  -0.1572%
(0.201) (0.092)
0.01583**  0.01060**
(0.000) (0.000)
0.07730 0.03065
(0.108) (0.361)
-0.00010 -0.00003
(0.543) (0.802)
0.00145**  0.00143**
(0.000) (0.000)
0.00098**  0.00079**
(0.001) (0.000)
0.00049  0.00051**
(0.056) (0.007)
0.00052  0.00015
(0.053) (0.404)
-0.00027 -0.00003
(0.530) (0.905)
0.00028 0.00025
(0.182) (0.104)
0.00025 .000816
(0.757) (0.145)
-0.00116**  -0.00087**
(0.001) (0.002)
-0.00009  -0.0005%
(0.792) (0.036)
-0.00162*  -0.00154
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(0.000) (0.044) (0.046) (0.093) (0.039) (0.088)
Sec*GDP NAICS54 -0.00007* -0.00006 -0.00006 0.00002 -0.00006 0.00002
(0.000) (0.530) (0.528) (0.852) (0.552) (0.830)
Sec*GDP NAICS55 -0.00006* -0.00036 -0.00036 0.00032 -0.00040 0.00030
(0.000) (0.296) (0.293) (0.224) (0.255) (0.252)
Sec*GDP NAICS56 0.00002* -0.00012 -0.00012 -0.00005 -0.00010 -0.00004
(0.001) (0.476) (0.471) (0.731) (0.529) (0.773)
Sec*GDP NAICS61 0.00002* 0.00018 0.00018 0.00013 0.00019 0.00014
(0.000) (0.179) (0.182) (0.230) (0.169) (0.218)
Sec*GDP NAICS62 0.00004* -0.00004 -0.00004 -0.00002 -0.00003 -0.00002
(0.000) (0.712) (0.723) (0.809) (0.800) (0.839)
Sec*GDP NAICS71 -0.00001 -0.00012 -0.00012 -0.00013 @130 -0.00013
(0.234) (0.419) (0.418) (0.364) (0.388) (0.365)
Sec*GDP NAICS72 -0.00003* -0.00074** -0.00074** -0.00055** -0.00070** -0.00054**
(0.000) (0.006) (0.006) (0.002) (0.008) (0.003)
Sec*GDP NAICS81 0.00003 -0.00197** -0.00198** -0.00017 -0.00198* -0.00016
(0.042) (0.004) (0.004) (0.622) (0.004) (0.628)
Sec*GDP NAICS92 -0.00005* -0.00016 -0.00016 -0.00000 -0.00015 0.00000
(0.000) (0.301) (0.299) (1.000) (0.332) (0.990)
Sec*GDP NAICS99 -0.00002* -0.00038** -0.00038** -0.00033** -0.00038** -0.00032**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Observations 85665 85665 85665 85665 85665 85665
R? 0.642 0.828 0.828 0.849 0.828 0.849
F 4.1e+03 1.3e+02 1.3e+02 1.1e+02 1.3e+02 1.1e+02
1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),4nd (5); at state-by-quarter level for (4), (6).
4. Hiring refers to new stable hires, defined as total numbeiookers who were new hires by the employer in the last quarte are
full-quarter employed in the current quarter.
Table 26: Effects of Pessimistic News on Separations
1) (2) 3) (4) (5) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr
Articles per Person -0.02008 -0.00045
(0.000) (0.828)
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(1stlag) 0.00557
(0.017)
APP, No local/jobs
(1stlag)
No Local/Jobs, Natl
(1stlag)
Pct. Hispanic 0.1238%1*
(0.000)
Pct. White -0.26540°*
(0.000)
Pct. Black -0.1565%*
(0.000)
Pct. Asian -0.27493*
(0.000)
Population 0.00000*
(0.001)
Pop. Density (Persons/Sqg. Mi) -0.00601
(0.000)
Pct. Some HS 0.3587#4
(0.000)
Pct. Comp. HS -0.22003*
(0.000)
Pct. Some College 0.25758
(0.000)
Pct. Comp. College 0.68236
(0.000)
Med. HH Income (Thousands) -0.00242
(0.000)
Newspaper Penetration 0.08780

-0.00424
(0.059)

-0.29944
(0.232)

-1.37592*
(0.033)

-2.11321*
(0.003)

-3.52428**
(0.000)

-0.00000**
(0.008)

-0.00011**
(0.001)

0.21559
(0.069)

-0.23270**
(0.010)

-0.07198
(0.543)

-0.01176
(0.924)

0.00636**
(0.000)

-0.01426

-0.01028**
(0.003)

0.00137
(0.708)

-0.29816
(0.234)

-1.37454*
(0.033)

-2.11576**
(0.003)

-3.48824"
(0.000)

-0.00000**
(0.008)

-0.00011**
(0.001)

0.21596
(0.068)

-0.23275**
(0.010)

-0.07194
(0.544)

-0.01189
(0.923)

0.00637**
(0.000)

-0.01517

0.00202
(0.655)

-0.00914
(0.025)

0.18053
(0.423)

1.19830
(0.126)

0.24191
(0.768)

1.07960
(0.308)

-0.00000*
(0.028)

-0.00006
(0.100)

0.09818
(0.301)

-0.13937
(0.086)

-0.13071

(0.172)

-0.01172

(0.911)

0.00511**
(0.000)

0.09798

0.09950**
(0.001)

-0.16935**
(0.000)

-0.29647
(0.236)

-1.35690
(0.035)

-2.08381*
(0.003)

-3.49983*
(0.000)

-0.00000**
(0.007)

-0.00011**
(0.002)

0.22317
(0.059)

-0.23224*
(0.010)

-0.07686
(0.515)

-0.01002
(0.935)

0.00630**
(0.000)

-0.02247

0.00621
(0.871)

-0.04368
(0.298)

0.19017
(0.399)

1.19302
(0.128)

0.23286
(0.777)

1.03767
(0.327)

-0.00000*
(0.026)

-0.00006
(0.089)

0.09941
(0.294)

-0.13832
(0.088)

-0.13313
(0.165)

-0.00912
(0.931)

0.00510**
(0.000)

0.09317
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Sec*GDP NAICS11

Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

Sec*GDP NAICS44

Sec*GDP NAICS48

Sec*GDP NAICS49

Sec*GDP NAICS51

Sec*GDP NAICS52

Sec*GDP NAICS53

Sec*GDP NAICS54

Sec*GDP NAICS55

Sec*GDP NAICS56

Sec*GDP NAICS61

Sec*GDP NAICS62

(0.000)

0.00002*
(0.000)

0.00005*
(0.000)

-0.00007*
(0.000)

0.00017*
(0.000)

-0.00003*
(0.003)

0.00039*
(0.000)

0.00008*
(0.000)

-0.00002
(0.219)

-0.00009"*
(0.000)

-0.00023*
(0.000)

0.00026*
(0.000)

-0.00010*
(0.000)

-0.00008"*
(0.000)

-0.00003*
(0.000)

0.00001*
(0.005)

0.00000

(0.758)

0.00024
(0.070)

0.00068*
(0.020)

-0.00004
(0.900)

0.00070**
(0.003)

0.00044
(0.080)

-0.00034
(0.328)

0.00014
(0.617)

0.00032

(0.601)

-0.00092**

(0.004)

0.00017
(0.524)

-0.00003
(0.956)

0.00008
(0.341)

-0.00116*
(0.012)

-0.00013
(0.560)

0.00006
(0.562)

-0.00018

(0.743) (0.008)
0.00024 0.00013
(0.073) (0.437)
0.00068*  0.00076**
(0.021) (0.000)
-0.00004 -0.00019
(0.907) (0.501)
0.00070**  0.00053**
(0.002) (0.004)
0.00044 -0.00004
(0.084) (0.851)
-0.00034 -0.00006
(0.329) (0.846)
0.00014 0.00016
(0.618) (0.491)
0.00033 0.00026
(0.597) (0.399)
-0.00089**  -0.00085**
(0.005) (0.007)
0.00017 -0.00025
(0.536) (0.243)
0.00000 0.00038
(0.998) (0.640)
0.00008 0.00010
(0.325) (0.433)
-0.00115*  -0.00087*
(0.013) (0.010)
-0.00013 0.00009
(0.555) (0.570)
0.00006 -0.00003
(0.568) (0.779)
-0.00018  -0.00005

(0.628) (0.012)
0.00024  0.00013
(0.065) (0.435)
0.00069*  0.00076**
(0.019) (0.000)
-0.00003 -0.00019
(0.918) (0.500)
0.00069**  0.00052**
(0.003) (0.004)
0.00045  -0.00003
(0.077) (0.869)
-0.00035 -0.00006
(0.316) (0.843)
0.00014 0.00017
(0.622) (0.488)
0.00032 .000@7
(0.602) (0.393)
-0.00091**  -0.00082**
(0.004) (0.009)
0.00018 -0.00024
(0.513) (0.244)
-0.00001 0.00039
(0.987) (0.637)
0.00008 0.00010
(0.332) (0.423)
-0.00118**  -0.00088**
(0.010) (0.009)
-0.00013 0.00010
(0.561) (0.550)
0.00006 -0.00003
(0.555) (0.791)
-0.00017  -0.00004
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(0.625) (0.087) (0.082) (0.668) (0.098) (0.680)
Sec*GDP NAICS71 -0.00002* -0.00021 -0.00021 -0.00034  -0.00021 -0.00034
(0.001) (0.288) (0.291) (0.052) (0.290) (0.051)
Sec*GDP NAICS72 -0.00003* -0.00020 -0.00020 -0.00025 -0.00020 -0.00024
(0.000) (0.103) (0.102) (0.083) (0.112) (0.091)
Sec*GDP NAICSS81 0.00006* -0.00048 -0.00046 -0.00027 -0.00049 -0.00026
(0.000) (0.297) (0.311) (0.427) (0.281) (0.446)
Sec*GDP NAICS92 -0.00004* -0.00027*  -0.00027* -0.00022* -0.00027* -0.00022*
(0.000) (0.034) (0.033) (0.039) (0.035) (0.039)
Sec*GDP NAICS99 -0.00001* -0.00008 -0.00008 -0.00016 -0.00008 -0.00016
(0.000) (0.364) (0.354) (0.026) (0.358) (0.026)
Observations 86370 86370 86370 86370 86370 86370
R? 0.604 0.759 0.759 0.799 0.759 0.799
F 3.6e+03 88.72697 88.73107 75.94878 88.75585 75.94430
1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01
2. Column names denote fixed effects specification, for el@mplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).
4, Separations refers to separations from stable emplaymefined as the total number of workers who are employechfoentire
previous quarter at some employer but are not employed gthployer in the current quarter.
Table 27: Effects of Pessimistic News on Separations
1) 2) 3) 4) ®) (6)
OLS Cnty, Qtr Cnty, Qtr Cnty, St*Qtr  Cnty, Qtr  Cnty, St*Qtr
Articles Per Reader -0.00429 0.00077
(0.000) (0.195)
(1st lag) 0.00035  -0.00207
(0.539) (0.001)
APR, No Local/Jobs -0.00146 0.00098
(0.154) (0.421)
(1st lag) -0.00107  -0.00279
(0.298) (0.011)
No Local/Jobs, Natl 0.00441 -0.00025
(0.281) (0.943)
(1st lag) -0.01202**  -0.00273
(0.009) (0.439)
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Pct. Hispanic

Pct. White

Pct. Black

Pct. Asian

Population

Pop. Density (Persons/Sq. Mi)

Pct. Some HS

Pct. Comp. HS

Pct. Some College

Pct. Comp. College

Med. HH Income (Thousands)

Newspaper Penetration

Sec*GDP NAICS11

Sec*GDP NAICS21

Sec*GDP NAICS22

Sec*GDP NAICS23

Sec*GDP NAICS42

0.12531*
(0.000)

-0.26607*
(0.000)

-0.15433*
(0.000)

-0.27553*
(0.000)

0.00000*
(0.001)

-0.00001

(0.000)

0.33912
(0.000)

-0.22020
(0.000)

0.25383
(0.000)

0.66580
(0.000)

-0.00239

(0.000)

0.06416

(0.000)

0.00002*
(0.000)

0.00005*
(0.000)

-0.00007*
(0.000)

0.00017*
(0.000)

-0.00003*

-0.29707
(0.236)

-1.39678*
(0.031)

-2.15288**
(0.002)

-3.63995**
(0.000)

-0.00000**
(0.009)

-0.00011**
(0.001)

0.22142
(0.062)

-0.23993**
(0.008)

-0.07642
(0.518)

-0.01574
(0.898)

0.00636**
(0.000)

-0.00957
(0.835)

0.00024
(0.068)

0.00068*
(0.020)

-0.00004
(0.894)

0.00071**
(0.002)

0.00044

-0.29784
(0.234)

-1.40379*
(0.030)

-2.16704**
(0.002)

-3.61601**
(0.000)

-0.00000**
(0.009)

-0.00011**
(0.001)

0.22207
(0.061)

-0.23892**
(0.008)

-0.07663
(0.517)

-0.01601
(0.896)

0.00636**
(0.000)

-0.00919
(0.842)

0.00024
(0.070)

0.00068*
(0.020)

-0.00004
(0.896)

0.00071**
(0.002)

0.00044

0.17013
(0.450)

1.18930
(0.129)

0.22838
(0.781)

0.96171
(0.362)

-0.00000*
(0.028)

-0.00006
(0.095)

0.10979
(0.250)

-0.14437
(0.076)

-0.13295
(0.165)

-0.01276
(0.903)

0.00513**
(0.000)

0.09945
(0.007)

0.00013
(0.429)

0.00076**
(0.000)

-0.00019
(0.502)

0.00053**
(0.004)

-0.00004

-0.30186
(0.228)

-1.38367
(0.032)

-2.11753*
(0.003)

-3.70087*
(0.000)

-0.00000**
(0.008)

-0.00012**
(0.000)

0.22391
(0.060)

-0.24259**
(0.007)

-0.07591
(0.520)

-0.01661
(0.892)

0.00635**
(0.000)

-0.01080
(0.815)

0.00024
(0.063)

0.00069*
(0.018)

-0.00004
(0.904)

0.00070**
(0.002)

0.00044

0.18182
(0.421)

1.18452
(0.131)

0.22785
(0.782)

0.90861
(0.388)

-0.00000*
(0.026)

-0.00007
(0.066)

0.10817
(0.256)

-0.14562
(0.073)

-0.13328
(0.164)

-0.01044
(0.920)

0.00512**

(0.000)

0.09670*
(0.009)

0.00013
(0.430)

0.00076**

(0.000)

-0.00019
(0.502)

0.00053**

(0.004)

-0.00004
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Sec*GDP NAICS44

Sec*GDP NAICS48

Sec*GDP NAICS49

Sec*GDP NAICS51

Sec*GDP NAICS52

Sec*GDP NAICS53

Sec*GDP NAICS54

Sec*GDP NAICS55

Sec*GDP NAICS56

Sec*GDP NAICS61

Sec*GDP NAICS62

Sec*GDP NAICS71

Sec*GDP NAICS72

Sec*GDP NAICS81

Sec*GDP NAICS92

Sec*GDP NAICS99

(0.003)

0.00039*
(0.000)

0.00008*
(0.000)

-0.00002
(0.215)

-0.00009*
(0.000)

-0.00023*
(0.000)

0.00025*
(0.000)

-0.00020*
(0.000)

-0.00008"*
(0.000)

-0.00002*
(0.000)

0.00001*
(0.005)

0.00000
(0.370)

-0.00002*
(0.001)

-0.00003*
(0.000)

0.00008*
(0.000)

-0.00004*
(0.000)

-0.00001*

(0.079)

-0.00035
(0.324)

0.00015
(0.613)

0.00033
(0.595)

-0.00090**
(0.005)

0.00017
(0.518)

-0.00003
(0.965)

0.00008
(0.328)

-0.00115*
(0.012)

-0.00013
(0.576)

0.00006
(0.550)

-0.00018
(0.089)

-0.00021
(0.290)

-0.00020
(0.107)

-0.00049
(0.282)

-0.00027*
(0.036)

-0.00008

(0.085)

-0.00035
(0.322)

0.00014
(0.615)

0.00033

(0.592)

-0.00088**
(0.006)

0.00017
(0.535)

0.00000
(0.997)

0.00008
(0.323)

-0.00115*
(0.013)

-0.00013
(0.569)

0.00006
(0.555)

-0.00018
(0.087)

-0.00021
(0.285)

-0.00020
(0.106)

-0.00048
(0.290)

-0.00027*
(0.034)

-0.00008

(0.842)

-0.00006
(0.836)

0.00017
(0.472)

0.00027

(0.393)

-0.00082**
(0.010)

-0.00025
(0.244)

0.00039
(0.638)

0.00010
(0.421)

-0.00086*
(0.010)

0.00010
(0.534)

-0.00003
(0.801)

-0.00004
(0.679)

-0.00034
(0.052)

-0.00024
(0.087)

-0.00029
(0.403)

-0.00022*
(0.043)

-0.00015

(0.080)

-0.00035
(0.319)

0.00014
(0.617)

(0.853)

-0.00006
(0.832)

0.00017
(0.474)

0.00033 .00027

(0.593)

-0.00087**

(0.006)

0.00018
(0.498)

0.00001
(0.990)

0.00009
(0.308)

-0.00117*

(0.011)

-0.00012
(0.583)

0.00006
(0.534)

-0.00018
(0.096)

-0.00020
(0.297)

-0.00019
(0.121)

-0.00049
(0.284)

0.00027*
(0.037)

-0.00008

(0.393)

-0.00081*
(0.011)

-0.00024
(0.244)

0.00039
(0.637)

0.00011
(0.415)

-0.00087**
(0.010)

0.00010
(0.525)

-0.00003
(0.809)

-0.00004
(0.676)

-0.0003%
(0.053)

-0.00024
(0.090)

-0.00028
(0.422)

-0.00022*
(0.042)

-0.00015
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(0.000) (0.372) (0.359) (0.030) (0.384) (0.030)
Observations 86280 86280 86280 86280 86280 86280
R? 0.604 0.759 0.759 0.799 0.759 0.799
F 3.6e+03 88.67725  88.66848  75.87301  88.66694  75.86339

1. P-values in parentheses. * p<0.1, ** p<0.05, *** p<0.01

2. Column names denote fixed effects specification, for el@nsplumns (4) and (6) include county and state by quartedfeffects.
3. Standard error clustered at county level for colums @),dnd (5); at state-by-quarter level for (4), (6).

4. Separations refers to separations from stable empldymefined as the total number of workers who are employechfoentire

previous quarter at some employer but are not employed gthployer in the current quarter.
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